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## Note

This paper is the preprint version of the article published in Computational Technology Reviews [20].


#### Abstract

In this paper, we consider the problem of solving a large sparse linear system; after a brief introduction on existing direct, semi-iterative and iterative methods, the paper is focused on Krylov projection methods. It presents a unified framework of these methods and derives some properties from the projection condition. Then it expands these properties for the most well-known methods. Some numerical experiments illustrate convergence behavior. Finally, some practical issues such as numerical errors, preconditioning, and parallel processing are discussed.
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## 1 Introduction

Solving a linear system is at the heart of many scientific and engineering applications. Generally, this operations is the most time and memory consuming part of the simulation. In this paper, we thus consider the following problem: solve the linear system

$$
\begin{equation*}
A x=b, \tag{1}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}$ is a nonsingular matrix and $b \in \mathbb{R}^{n}$ the right-hand side. Let $x^{*}$ be the solution.

In computational science and engineering, the system size $n$ is quite large, ranging from $10^{3}$ to $10^{9}$ and more, thus requiring petascale and soon exascale computing resources. The matrix of the system is sparse, in other words, many coefficients are zero; several adapted sparse storage schemes exist and algorithms must deal with these specific ways of storing only nonzero elements. Algorithms also depend on the type of the matrix. Indeed, the matrix can be symmetric positive definite (SPD), if it arises for example from an elliptic or parabolic problem (diffusion, flow in porous media, etc). It can also be symmetric but indefinite if it arises for example from a saddle point problem. Otherwise, it is nonsymmetric, for example when the underlying problem is hyperbolic (advection, etc).

Several methods and solvers exist for these linear systems. They can be divided into three classes: direct, iterative or semi-iterative. Direct methods are highly robust and efficient but require a large memory space [16]. Moreover, the complexity increases rapidly with the size of the system. Software like SuiteSparse for sequential computers (used in Matlab) [15, 14], SuperLU [17, 34] and Mumps [1, 31] for sequential or parallel computers, are widely used in computational science and engineering. Iterative methods of multigrid type are often efficient and scalable [58]; software like HYPRE [26], implementing geometric and algebraic multigrid, is also widely used; multigrid methods are competitive compared to direct methods, especially for elliptic problems [22]. Semi-iterative methods such as subdomain methods are hybrid direct/iterative methods which can be good tradeoffs [54].

This paper focuses on some properties of Krylov iterative methods. Iterative methods of Krylov type require less memory than direct methods, but the number of iterations increases rapidly with the size of the system. The convergence rate and the accuracy of the results depend on the condition number which can blow up at large scale. Therefore, it is essential to combine these methods with a preconditioner; the idea is to solve with $M^{-1} A$ or with $A M^{-1}$ instead of $A$, where $M$ is close to $A$ but where solving a linear system with $M$ is fast; also, on parallel computers, it must be scalable. In Krylov iterative methods, the matrix is not transformed but the kernel operation is the matrix-vector product $y=A x$; thus it is possible to use matrix-free versions without storing the matrix. However, preconditioning will sometimes require the matrix. Krylov methods are described in many books, such as [46],[36]; they are unified as a minimization problem in [7]; Krylov methods are thoroughly described, with many references, in the survey [50]; in [48], parallel features are discussed, whereas a survey of preconditioners is given in [6]. Software like HYPRE, pARMS [35] and PETSc [3] implement Krylov methods and various preconditioners.

Here, we follow the lines developed in [12]. Polynomial methods are defined in section 2, Krylov projection methods and their properties are given in section 3. Then, we study specific methods for the three different types of matrices: the case of SPD matrices is analyzed in section 4 , followed by the case of symmetric indefinite matrices in section 5. The general case of nonsymmetric matrices is studied in section 6. Finally, some practical issues, preconditioning and parallelism are discussed in section 7.

Throughout the paper, we note $x_{k}$ the approximation at iteration $k$, we define the residual $r_{k}=b-A x_{k}$ and the error $e_{k}=x^{*}-x_{k}$ so that $r_{k}=A e_{k}$.

## 2 Polynomial methods

The use of polynomial methods is motivated by the following result:
Proposition 2.1 There exists a polynomial p of degree at most $(n-1)$ such that $A^{-1}=$ $p(A)$.

Proof. By the Cayley-Hamilton theorem, the characteristic polynomial $q$ of $A$, defined by $q(x)=\operatorname{det}(A-x I)$, is of degree $n$ and verifies $q(A)=0, q(0)=\operatorname{det}(A)$, where $\operatorname{det}(A)$ is the determinant of $A$. Let $q(X)=\operatorname{det}(A)+X q_{1}(X)$ then $A q_{1}(A)=$ $-\operatorname{det}(A) I$. Since $A$ is nonsingular, $\operatorname{det}(A) \neq 0$ and $-\frac{1}{\operatorname{det}(A)} A q_{1}(A)=I$. Let $p$ defined by $p(X)=-\frac{1}{\operatorname{det}(A)} q_{1}(X)$, then $A^{-1}=p(A)$.

Let $x_{0}$ an initial approximation and $r_{0}=b-A x_{0}$. Then the solution $x^{*}$ satisfies $x^{*}=x_{0}+A^{-1} r_{0}=x_{0}+p(A) r_{0}$. The objective of polynomial methods is to approximate this polynomial $p(X)$. Two different types of methods can be defined :

- in the first approach, the polynomials are explicitely defined. For example, the method CHEBY can be used for SPD matrices [4].
- in the second approach, the polynomials are defined implicitely, through their application to the matrix. Thus the coefficients are not computed. Most of polynomial methods follow this line.

Throughout the paper, the space of polynomials of degree at most $k$ is denoted by $\mathcal{P}_{k}$ and the set of residual polynomials is defined by

$$
\mathcal{P}_{k}^{0}=\left\{q \in \mathcal{P}_{k} \text { with } q(0)=1\right\} .
$$

Definition 2.1 The Krylov subspace associated with $A$ and $r_{0}$ is defined by

$$
\mathcal{K}_{k}\left(A, r_{0}\right)=\operatorname{eng}\left\{r_{0}, A r_{0}, \ldots, A^{k-1} r_{0}\right\}=\left\{s_{k-1}(A) r_{0}, \text { where } s_{k-1} \in \mathcal{P}_{k-1}\right\} .
$$

Definition 2.2 A polynomial iterative method satisfies the subspace condition $x_{k}=$ $x_{0}+s_{k-1}(A) r_{0}$, with $s_{k-1} \in \mathcal{P}_{k-1}$. Equivalently, the condition can be written

$$
\begin{equation*}
x_{k} \in x_{0}+\mathcal{K}_{k}\left(A, r_{0}\right), \text { or } x_{k+1} \in x_{k}+\mathcal{K}_{k+1}\left(A, r_{0}\right) \tag{2}
\end{equation*}
$$

Proposition 2.2 In a polynomial method, the residual $r_{k}$ and the error $e_{k}$ satisfy

$$
\begin{equation*}
r_{k}=q_{k}(A) r_{0}, \quad e_{k}=q_{k}(A) e_{0} \tag{3}
\end{equation*}
$$

where $q_{k}(X)=1-X s_{k-1}(X) \in \mathcal{P}_{k}^{0}$.

Proof. $r_{k}=b-A\left(x_{0}+s_{k-1}(A) r_{0}\right)=r_{0}-A s_{k-1}(A) r_{0}=q_{k}(A) r_{0}$ where $q_{k}(X)=$ $1-X s_{k-1}(X)$.
$e_{k}=A^{-1} r_{k}=A^{-1} q_{k}(A) r_{0}=q_{k}(A) A^{-1} r_{0}=q_{k}(A) e_{0}$.
Since the problem is in finite dimension, polynomial methods compute the exact solution in a finite number of iterations. Thus they are indeed direct methods but they are used as iterative methods, in the sense that the approximate solution is accurate enough before achieving the exact solution.

Proposition 2.3 The series of Krylov subspaces $\mathcal{K}_{k}\left(A, r_{0}\right)$ is increasing, thus is stationary from number $p \leq n$; for $k \leq p$, the dimension of $\mathcal{K}_{k}\left(A, r_{0}\right)$ is equal to $k$ and the system $\left\{r_{0}, A r_{0}, \ldots, A^{k-1} r_{0}\right\}$ is a basis of $\mathcal{K}_{k}\left(A, r_{0}\right)$. The subspace $\mathcal{K}_{p}\left(A, r_{0}\right)$ is an invariant subspace of $A$; the solution of $A y=r_{0}$ is in this subspace.

Proof. The first part is evident since a Krylov subspace is of dimension at most $n$. Let $p$ such that the series becomes stationary. Then $\mathcal{K}_{p+1}\left(A, r_{0}\right)=\mathcal{K}_{p}\left(A, r_{0}\right)$ and

$$
A \mathcal{K}_{p}\left(A, r_{0}\right) \subset \mathcal{K}_{p+1}\left(A, r_{0}\right)=\mathcal{K}_{p}\left(A, r_{0}\right),
$$

which proves the invariance of the subspace. Thus the restriction of $A$ to this subpsace is a bijection and the vector $r_{0} \in \mathcal{K}_{p}\left(A, r_{0}\right)$ has an antecedent in this subspace.

In practice, iterations are stopped when the residual (ideally, the error) becomes small enough. Convergence rate can be related to spectral decomposition.

Theorem 2.1 If $A$ is diagonalisable, let $A=U \Sigma U^{-1}$, where the columns of $U$ are a basis of eigenvectors and where $\Sigma=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$; let $\kappa(U)=\|U\|_{2}\left\|U^{-1}\right\|_{2}$ the condition number of $U$.

Krylov iterations satisfy

$$
\begin{equation*}
\left\|r_{k}\right\|_{2} \leq\left\|r_{0}\right\|_{2} \kappa(U) \max _{i=1, \ldots, n}\left|q_{k}\left(\lambda_{i}\right)\right| \tag{4}
\end{equation*}
$$

where $q_{k}$ is defined by (3).
Proof. We have $q_{k}(A)=U q_{k}(\Sigma) U^{-1}$; let $r_{0}=U \mu$, then $q_{k}(A) r_{0}=U q_{k}(\Sigma) \mu$.
Thus $\left\|q_{k}(A) r_{0}\right\|_{2} \leq\|U\|_{2}\left\|q_{k}(\Sigma)\right\|_{2}\|\mu\|_{2}$.
But $\mu=U^{-1} r_{0}$ hence $\|\mu\|_{2} \leq\left\|U^{-1}\right\|_{2}\left\|r_{0}\right\|_{2}$.
Also $\left\|q_{k}(\Sigma)\right\|_{2}=\max _{\lambda_{i}}\left|q_{k}\left(\lambda_{i}\right)\right|$, giving inequality (4).

### 2.1 Preconditioned polynomial methods

For large systems, iterations will be stopped before finding the exact solution. The convergence rate depends on properties of the matrix $A$. An efficient way to speed-up convergence is to transform the problem (1) into an equivalent problem by preconditioning the system with a given matrix.

Definition 2.3 A preconditioner is defined by a nonsingular matrix $C \in \mathbb{R}^{n, n}$. A left preconditioned system is given by $C A x=C b$, whereas a right preconditioned system is given by $A C\left(C^{-1} x\right)=b$.

In a left preconditioned system, the matrix is thus $C A$, and the matrix-vector product $v=A u$ is replaced by two matrix-vector products $w=A u, v=C w$. In general, the matrix $C$ is the inverse of a given matrix, so that the operation $v=C w$ amounts to solving a linear system.If $C=A^{-1}$, then $C A=I$ and the preconditioned system is trivial. The matrix $C$ is chosen in order to approximate $A^{-1}$. Also, the matrix $C$ is chosen so that solving $v=C w$ is cheaper than solving $A x=b$. If computations are done on parallel or distributed architectures, the preconditioner must also be parallel and scalable. To find an efficient preconditioner is a big issue; a recent survey can be found in [6]; parallel aspects are discussed in [48].

Proposition 2.4 A left preconditioned polynomial method is characterized by $x_{k} \in$ $x_{0}+\mathcal{K}_{k}\left(C A, C r_{0}\right)$, and a right preconditioned polynomial method is characterized by $x_{k} \in x_{0}+C \mathcal{K}_{k}\left(A C, r_{0}\right)$.

Proof. Let us consider the system $C A x=C b$. Let $x_{0}$ the initial approximation, then the residual $s_{0}$ satisfies $s_{0}=C b-C A x_{0}=C\left(b-A x_{0}\right)=C r_{0}$ and the polynomial $p_{k}$ is applied to $C A$. The proof is similar for right preconditioning.

## 3 Krylov projection methods

The objective of Krylov methods is to minimize the error $e_{k}$, for a given scalar product. This is not always possible, therefore a more general orthogonality condition is also defined.

Definition 3.1 A Krylov projection method is a polynomial method defined by a matrix $B$ and two conditions: the subspace condition (2) and the Petrov-Galerkin condition:

$$
\begin{equation*}
\left(B e_{k}\right)^{T} u=0, \forall u \in \mathcal{K}_{k}\left(A, r_{0}\right) . \tag{5}
\end{equation*}
$$

The choice of the matrix $B$ defines the method. The Galerkin condition must be computable, since the error $e_{k}$ is of course unknown.

### 3.1 Properties of Krylov projection methods

A first question is the existence and uniqueness of the iterate $x_{k}$. Then a second question is the convergence of the method.

Definition 3.2 For $x_{0}$ given, a Krylov projection method fails at iteration $k$ if the Galerkin condition (5) has no unique solution.

The method stagnates if $x_{k+1}=x_{k}$, or equivalently $r_{k+1}=r_{k}$.
The method finishes if $x_{k}=x^{*}$, or equivalently $r_{k}=0$.
Theorem 3.1 Let $V_{k}$ an orthonormal basis of the Krylov subspace $\mathcal{K}_{k}\left(A, r_{0}\right)$ and let $C_{k}=V_{k}^{T} B V_{k}$. The Krylov projection method does not fail at iteration $k$ if and only if the matrix $C_{k}$ is nonsingular. If the method does not fail, then

$$
e_{k}=P_{k} e_{0} \text { where } P_{k}=I-V_{k} C_{k}^{-1} V_{k}^{T} B
$$

is the projection matrix onto $\left(B^{T} \mathcal{K}_{k}\left(A, r_{0}\right)\right)^{\perp}$ parallel to $\mathcal{K}_{k}\left(A, r_{0}\right)$.
The iterate $x_{k}$ is defined by $x_{k}=x_{0}+V_{k} y$ where $y$ is solution of the linear system

$$
\begin{equation*}
C_{k} y=V_{k}^{T} B e_{0} . \tag{6}
\end{equation*}
$$

If the method did not fail until iteration $k$ and if $\mathcal{K}_{k+1}\left(A, r_{0}\right)=\mathcal{K}_{k}\left(A, r_{0}\right)$, then the method has finished, thus $r_{k}=e_{k}=0$.

As long as the method does not fail and does not finish, then $\operatorname{dim}\left(\mathcal{K}_{k}\left(A, r_{0}\right)\right)=k$.
If the method does not fail, then it converges in at most $n$ iterations.
Proof. The subspace condition is written $x_{k}=x_{0}+V_{k} y$ and the Galerkin condition is written $V_{k}^{T} B e_{k}=0$, or $V_{k}^{T} B e_{0}-C_{k} y=0$. This linear system has a unique solution if and only if $C_{k}$ is nonsingular.

If $C_{k}$ is nonsingular then

$$
\begin{aligned}
& y=C_{k}^{-1} V_{k}^{T} B e_{0}, \\
& e_{k}=e_{0}-V_{k} y=\left(I-V_{k} C_{k}^{-1} V_{k}^{T} B\right) e_{0}=P_{k} e_{0} .
\end{aligned}
$$

If $\mathcal{K}_{k+1}\left(A, r_{0}\right)=\mathcal{K}_{k}\left(A, r_{0}\right)$, then $A^{-1} r_{0} \in \mathcal{K}_{k}\left(A, r_{0}\right)$, thus $x^{*}=x_{0}+A^{-1} r_{0}$ is solution of the Galerkin condition. If the method did not fail, this solution is unique and $x_{k}=x^{*}$.

When the series of Krylov subspaces is stationary, the method finishes.
Theorem 3.2 If the matrix B is definite, the associated Krylov projection method does not fail for any $x_{0}$. If $B$ is not definite, there exists $x_{0}$ such that the associated Krylov projection method fails.

Proof. If $B$ is definite then $\forall z \neq 0, V_{k} z \neq 0,\left(V_{k} z\right)^{T} B\left(V_{k} z\right) \neq 0$ and $z^{T} C_{k} z \neq 0$ thus $C_{k} z \neq 0$ and $C_{k}$ is nonsingular.

If $B$ is not definite, let $z \neq 0$ such that $z^{T} B z=0, r_{0}=z$ and $V_{1}=\left\{r_{0} /\left\|r_{0}\right\|\right\}$. Then $C_{1}=0$ and system (6) has no unique solution (it can have an infinity of solutions if $r_{0}^{T} B A r_{0}=0$ ).

When the matrix $B$ defines a scalar product, the Petrov-Galerkin condition can be written as a minimization problem and convergence can be characterized.

Proposition 3.1 If B is SPD, then for $x_{k}$ satisfying (2), the condition (5) is equivalent to minimize the error:

$$
\begin{equation*}
\left\|e_{k}\right\|_{B}=\min _{y \in \mathcal{K}_{k}\left(A, r_{0}\right)}\left\|e_{0}-y\right\|_{B}, \tag{7}
\end{equation*}
$$

Also, convergence is monotoneous: $\left\|e_{k}\right\|_{B} \leq\left\|e_{k-1}\right\|_{B}$.
If, moreover, $B A^{-1}$ is definite, then convergence is strictly monotoneous: there exists $\epsilon>0$, such that for any $k$,

$$
\left\|e_{k}\right\|_{B} \leq(1-\epsilon)\left\|e_{k-1}\right\|_{B}
$$

Proof. Let $x_{k}=x_{0}+y$ with $y \in \mathcal{K}_{k}\left(A, r_{0}\right)$. The condition (5) means that $e_{k}=$ $x^{*}-x_{k}=x^{*}-\left(x_{0}+y\right)=e_{0}-y$ must belong to the $B$-orthogonal of the subspace $\mathcal{K}_{k}\left(A, r_{0}\right)$. Since $e_{k} \in e_{0}+\mathcal{K}_{k}\left(A, r_{0}\right)$, it follows that $e_{k}$ is the $B$-orthogonal projection of $e_{0}$ onto $\left(\mathcal{K}_{k}\left(A, r_{0}\right)\right)^{\perp_{B}}$. The vector $y$, solution of the least-squares problem (7) is thus the $B$-orthogonal projection of $e_{0}$ onto $\mathcal{K}_{k}\left(A, r_{0}\right)$.

The minimization condition can be written

$$
\left\|e_{k}\right\|_{B}=\min _{x \in x_{0}+\mathcal{K}_{k}\left(A, r_{0}\right)}\left\|x-x^{*}\right\|_{B}
$$

It is easy to apply this condition to $x_{k-1}$ to get monotoneous convergence.
The proof of strictly monotoneous convergence is done for example in [33].

### 3.2 Computing the orthonormal basis $V_{k}$

For using theorem 3.1, each iteration of the method requires computing a basis $V_{k}$ of the Krylov subspace $\mathcal{K}_{k}\left(A, r_{0}\right)$, as long as this Krylov subspace is of dimension $k$. When the matrix is symmetric, the Lanczos process does the job; when the matrix is nonsymmetric, both bi-Lanczos process and Arnoldi process compute this basis.

Proposition 3.2 Let us assume that $A$ is symmetric. Let $v_{1}=r_{0} /\left\|r_{0}\right\|_{2}$. The Lanczos process builds the orthonormal $V_{k}$ which satisfies

$$
\begin{equation*}
A V_{k}=V_{k} T_{k}+\delta_{k} v_{k+1} u_{k}^{T}=V_{k+1} \bar{T}_{k} \tag{8}
\end{equation*}
$$

where $T_{k} \in \mathbb{R}^{k, k}$ is a tridiagonal symmetric matrix, $u_{k}^{T}=(0 \ldots 01) \in \mathbb{R}^{k}$ and

$$
\bar{T}_{k}=\binom{T_{k}}{\delta_{k} u_{k}^{T}} .
$$

Thus $V_{k}^{T} A V_{k}=T_{k}$.
Proposition 3.3 Now, let us assume that $A$ is nonsymmetric. Let $v_{1}=r_{0} /\left\|r_{0}\right\|_{2}$ and $w_{1}=\mu \tilde{r}_{0}$ such that $v_{1}^{T} w_{1}=1$. The nonsymmetric Lanczos process or bi-Lanczos
process builds two basis $V_{k}=\left(v_{1}, \ldots, v_{k}\right)$ and $W_{k}=\left(w_{1}, \ldots, w_{k}\right)$ of the Krylov subspaces $\mathcal{K}_{k}\left(A, r_{0}\right)$ and $\mathcal{K}_{k}\left(A^{T}, \tilde{r}_{0}\right)$ which satisfy

$$
\begin{align*}
& A V_{k}=V_{k} T_{k}+\delta_{k} v_{k+1} u_{k}^{T}, \\
& A^{T} W_{k}=W_{k} T_{k}^{T}+\gamma_{k} w_{k+1} u_{k}^{T},  \tag{9}\\
& V_{k}^{T} W_{k}=I,
\end{align*}
$$

where $T_{k} \in \mathbb{R}^{k \times k}$ is a tridiagonal matrix and $u_{k}^{T}=(0 \ldots 01) \in \mathbb{R}^{k}$.

Proposition 3.4 Let us still assume that $A$ is nonsymmetric. Arnoldi process builds the orthonormal $V_{k}$ which satisfies

$$
\begin{equation*}
A V_{k}=V_{k} H_{k}+h_{k+1, k} v_{k+1} u_{k}^{T}=V_{k+1} \bar{H}_{k} \tag{10}
\end{equation*}
$$

where $H_{k} \in \mathbb{R}^{k \times k}$ is a Hessenberg matrix, $\bar{H}_{k} \in \mathbb{R}^{k+1 \times k}$ is defined by

$$
\bar{H}_{k}=\binom{H_{k}}{h_{k+1, k} u_{k}^{T}}
$$

and $u_{k}^{T}=(0 \ldots 01) \in \mathbb{R}^{k}$. Thus $V_{k}^{T} A V_{k}=H_{k}$.

### 3.3 Descent directions

Theorem 3.1 gives a first way of computing the iterates, provided that it is possible to evaluate $B e_{0}$, since $e_{0}$ is unknown. Each iteration of the method can solve the projected system (6), which depends on the choice of $B$. Another possibility is to use descent directions.

Theorem 3.3 Let us assume that $r_{0}^{T} B r_{0} \neq 0$ and let $p_{0}=r_{0}$. Let us also assume that the method does not fail until iteration $k+1$, and that $x_{k}$ is not the solution $\left(r_{k} \neq 0\right)$.

The method stagnates if and only if $r_{k}^{T} B e_{k}=0$.
If the method does not stagnate, then the method is equivalent to

$$
x_{k+1}=x_{k}+\alpha_{k} p_{k},
$$

where $p_{k} \in \mathcal{K}_{k+1}\left(A, r_{0}\right)$ is given by

$$
p_{k}=r_{k}+\sum_{j=0}^{k-1} \beta_{j} p_{j},
$$

and satisfies $p_{k}^{T} B p_{k} \neq 0$ with $p_{j}^{T} B p_{k}=0, j \leq k-1$; the scalar $\alpha_{k} \in \mathbb{R}^{*}$ is defined by $\alpha_{k}=\frac{r_{k}^{T} B e_{k}}{p_{k}^{T} B p_{k}}$.

Proof. If $x_{k+1}=x_{k}$, then $e_{k+1}=e_{k}$ and $r_{k}^{T} B e_{k}=0$ by applying (5) at iteration $k+1$ with $u=r_{k}$. Converserly, if $r_{k}^{T} B e_{k}=0$, then $e_{k}$ satisfies (5) at iteration $k+1$ and, by unicity of the solution, $x_{k+1}=x_{k}$.

If the method does not stagnate, then the subspace condition can be written $x_{k+1}=$ $x_{k}+\alpha_{k} p_{k}$, with $\alpha_{k} \neq 0$ and $p_{k} \in \mathcal{K}_{k+1}\left(A, r_{0}\right)$.

The proof of orthogonality is by recurrence. By assumption, the system $\left\{p_{0}, \ldots, p_{k-1}\right\}$ is a basis of $\mathcal{K}_{k}\left(A, r_{0}\right)$; thus the Galerkin condition (5) at iteration $k+1$ is equivalent to $p_{j}^{T} B e_{k+1}=0, j \leq k$, thus to $p_{j}^{T} B e_{k}-\alpha_{k} p_{j}^{T} B p_{k}=0$. By assumption, for $j \leq k-1, p_{j}^{T} B e_{k}=0$, yielding $p_{j}^{T} B p_{k}=0$, since $\alpha_{k} \neq 0$. Now, for $j=k$, since there is a unique solution, $p_{k}^{T} B p_{k} \neq 0$ and $\alpha_{k}=\frac{p_{k}^{T} B e_{k}}{p_{k}^{T} B p_{k}}$.

Since $\left\{p_{0}, \ldots, p_{k-1}, r_{k}\right\}$ is a basis of $\mathcal{K}_{k+1}\left(A, r_{0}\right)$, we can write $p_{k}=\beta_{k} r_{k}+$ $\sum_{j=0}^{k-1} \beta_{j} p_{j}$; thus $p_{k}^{T} B e_{k}=\beta_{k} r_{k}^{T} B e_{k}$ and $\beta_{k} \neq 0$; we can choose $\beta_{k}=1$, yielding $p_{k}^{T} B e_{k}=r_{k}^{T} B e_{k}$ and the result for $\alpha_{k}$.

For some particular methods, it is possible to compute the descent directions with a short recurrence. In [24, 25], these methods are fully characterized. Here, we give a sufficient condition.

Proposition 3.5 If $B$ and $B A$ are symmetric, then it is possible to compute the descent directions with a short recurrence. If the method does not fail, does not finish, does not stagnate, then $p_{k+1}$ is given by

$$
p_{k+1}=r_{k+1}+\beta_{k} p_{k},
$$

with $\beta_{k}=-\frac{r_{k+1}^{T} B p_{k}}{p_{k}^{T} B p_{k}}$

Proof. We first remark that, since $B$ is symmetric, $p_{i}^{T} B p_{j}=0, i \neq j$. The proof is by recurrence. For $k=0, p_{0}=r_{0}$. Now, assume that $p_{0}, \ldots, p_{k}$ are built. The next vector $p_{k+1}$ can be written $p_{k+1}=r_{k+1}+\sum_{j=0}^{k} \beta_{j} p_{j}$.

Since $B$ is symmetric, $\left(B p_{k+1}\right)^{T} p_{i}=p_{k+1}^{T}\left(B p_{i}\right), i \leq k$. Hence $r_{k+1}^{T} B p_{i}+\beta_{i} p_{i}^{T} B p_{i}=$ 0 ; for $i \leq k-1$, we have $r_{k+1}^{T} B p_{i}=\left(A e_{k+1}\right)^{T} B p_{i}=\left(B e_{k+1}\right)^{T} A p_{i}$, by symmetry of $B$ and $B A$, thus $r_{k+1}^{T} B p_{i}=0$ by the Galerkin condition. Finally, $\beta_{i}=0, i \leq k-1$. Taking then $i=k$ yields the result wanted.

## 4 Case of SPD matrices

When the matrix $A$ is symmetric positive definite, the unique Krylov method is the Conjugate Gradient method, noted CG. Practically, it is preconditioned and is noted PCG. There are many ways to describe PCG. Here, we use the framework of Krylov projection methods.

### 4.1 Conjugate Gradient method

Definition 4.1 The Conjugate Gradient method is the Krylov projection method defined by $B=A$, when $A$ is $S P D$.

The general properties of Krylov methods can be derived for CG (or PCG).
Proposition 4.1 The method CG does not fail, the subspace condition is equivalent to

$$
\begin{equation*}
x_{k+1}=x_{k}+\alpha_{k} p_{k}, \tag{11}
\end{equation*}
$$

where $\alpha_{k} \in \mathbb{R}, p_{k} \in \mathcal{K}_{k+1}\left(A, r_{0}\right)$ is a descent direction. The Galerkin condition is equivalent to

$$
\left\|e_{k}\right\|_{A}=\left\|r_{k}\right\|_{A^{-1}}=\min _{y \in \mathcal{K}_{k}}\left\|e_{0}-y\right\|_{A}
$$

and to

$$
\begin{equation*}
r_{k} \perp \mathcal{K}_{k}\left(A, r_{0}\right) . \tag{12}
\end{equation*}
$$

As long as the residuals are nonzero, the system $\left\{r_{0}, r_{1}, \ldots, r_{k}\right\}$ is an orthogonal basis of the subspace $\mathcal{K}_{k+1}\left(A, r_{0}\right)$ and the system $\left\{p_{0}, p_{1}, \ldots, p_{k}\right\}$ is a $A$-orthogonal basis of this subspace. The descent directions can be defined by the short recurrence

$$
\begin{equation*}
p_{0}=r_{0}, p_{k+1}=r_{k+1}+\beta_{k} p_{k} . \tag{13}
\end{equation*}
$$

The coefficients $\beta_{k}$ and $\alpha_{k}$ exist and are unique as long as $r_{k} \neq 0$; they are defined by $\alpha_{k}=\frac{r_{k}^{T} r_{k}}{p_{k}^{T} A p_{k}}$ and $\beta_{k}=\frac{r_{k+1}^{T} r_{k+1}}{r_{k}^{T} r_{k}}$. Convergence is strictly monotoneous.

Proof. It is simply an application of previous theorems with $B=A$. The expression of $\beta_{k}$ is however different and must be proved.

Descent directions are conjugate and in particular, $p_{k+1}^{T} A p_{k}=0$. Then

$$
r_{k+1}^{T} A p_{k}=\frac{1}{\alpha_{k}} r_{k+1}^{T}\left(r_{k}-r_{k+1}\right)=-\frac{1}{\alpha_{k}} r_{k+1}^{T} r_{k+1}
$$

and

$$
\beta_{k}=\frac{r_{k+1}^{T} r_{k+1}}{\alpha_{k} p_{k}^{T} A p_{k}}=\frac{r_{k+1}^{T} r_{k+1}}{r_{k}^{T} r_{k}} .
$$

CG algorithm is described in Table 4.1.

### 4.2 Link with Lanczos method

The previous description of CG uses the descent directions. Another way is to use the projected linear system. We first prove that CG builds the Lanczos orthonormal basis.

## Table 1: CG algorithm

```
Algorithm 1: CG
    * Initialization;
    choose }\mp@subsup{x}{0}{}\mathrm{ ;
    ro =b-A\mp@subsup{x}{0}{};
    po = ro;
    \rho}=|\mp@subsup{r}{0}{}\mp@subsup{|}{}{2}
    * Iterations;
    for }k=0,1,\ldots\mathrm{ until convergence do
        q}=A\mp@subsup{p}{k}{}
        \alpha
        x}\mp@subsup{\mp@code{k+1}}{= = \mp@subsup{x}{k}{}+\mp@subsup{\alpha}{k}{}\mp@subsup{p}{k}{};}{
        rk+1}=\mp@subsup{r}{k}{}-\mp@subsup{\alpha}{k}{}\mp@subsup{q}{k}{}
        \rho
        \beta}=\frac{\mp@subsup{\rho}{k+1}{\prime}}{\mp@subsup{\rho}{k}{}}\mathrm{ ;
        pk+1}=\mp@subsup{r}{k+1}{}+\mp@subsup{\beta}{k}{}\mp@subsup{p}{k}{}
    end do
```

Proposition 4.2 Let $v_{j+1}=\frac{r_{j}}{\left\|r_{j}\right\|}, j=0,1, \ldots$ and $V_{k}=\left(v_{1}, \ldots, v_{k}\right)$. The system $V_{k}$ is an orthonormal basis of the Krylov subspace $\mathcal{K}_{k}\left(A, r_{0}\right)$ which verifies the Lanczos relation

$$
\begin{equation*}
A V_{k}=V_{k} T_{k}+\delta_{k} v_{k+1} u_{k}^{T} \tag{14}
\end{equation*}
$$

where $T_{k} \in \mathbb{R}^{k \times k}$ is the tridiagonal matrix given by

$$
T_{k}=\left(\begin{array}{cccc}
\gamma_{1} & \delta_{1} & & \\
\delta_{1} & \gamma_{2} & \delta_{2} & \\
& \cdot & \cdot & \cdot \\
& & \delta_{k-1} & \gamma_{k}
\end{array}\right)
$$

and $u_{k}^{T}=(0 \ldots 01) \in \mathbb{R}^{k}$; the scalars are defined by

$$
\delta_{k}=-\frac{\sqrt{\beta_{k-1}}}{\alpha_{k-1}}, \quad \gamma_{k+1}=\frac{1}{\alpha_{k}}+\frac{\beta_{k-1}}{\alpha_{k-1}} .
$$

The matrix $T_{k}$ is SPD.

Proof. Vectors $v_{k}$ are orthonormal and span the Krylov subspace. Recurrence relations yield

$$
\begin{aligned}
& r_{k}=p_{k}-\beta_{k-1} p_{k-1} \text { and } A p_{k}=\frac{1}{\alpha_{k}}\left(r_{k}-r_{k+1}\right), \\
& A r_{k}=\frac{1}{\alpha_{k}}\left(r_{k}-r_{k+1}\right)-\frac{\beta_{k-1}}{\alpha_{k-1}}\left(r_{k-1}-r_{k}\right), \\
& A r_{k}=-\frac{\beta_{k-1}}{\alpha_{k-1}} r_{k-1}+\left(\frac{1}{\alpha_{k}}+\frac{\beta_{k-1}}{\alpha_{k-1}}\right) r_{k}-\frac{1}{\alpha_{k}} r_{k+1},
\end{aligned}
$$

thus we get relation (14).
Since $y^{T} T_{k} y=\left(V_{k} y\right)^{T} A\left(V_{k} y\right)$, the matrix $T_{k}$ is SPD.
Thus, the CG method solves a tridiagonal system at each iteration.
Corollary 4.1 Each iteration of the GC method is equivalent to compute $x_{k}=x_{0}+$ $V_{k} y$ where $y \in \mathbb{R}^{k}$ is solution of

$$
\begin{equation*}
T_{k} y=\left\|r_{0}\right\|_{2} u_{1} \tag{15}
\end{equation*}
$$

where $u_{1}^{T}=(10 \ldots 0) \in \mathbb{R}^{k}$.
Proof. Using theorem 3.1, CG is equivalent to $x_{k}=x_{0}+V_{k} y$ with $\left(V_{k}^{T} A V_{k}\right) y=B e_{0}$; using proposition 4.2, $V_{k}^{T} A V_{k}=T_{k}$; furthermore, $B e_{0}=\left\|r_{0}\right\|_{2} u_{1}$.

### 4.3 Convergence of CG

We know that convergence is strictly monotoneous. Here, we give explicit error bounds, in two results; we improve the first result by using polynomial properties. It should be noted that the $A$ norm of the error is decreasing, thus the $A^{-1}$ norm of the residual is decreasing (but not necessarily the euclidian norm).

Let $\sigma(A)$ the set of eigenvalues of $A$, with $0<\lambda_{1} \leq \ldots \leq \lambda_{n}$. Let

$$
\kappa(A)=\|A\|_{2}\left\|A^{-1}\right\|_{2}=\lambda_{n} / \lambda_{1}
$$

the spectral condition number of $A$.
Theorem 4.1 The CG method has a strictly monotoneous convergence; more precisely

$$
\begin{equation*}
\left\|e_{k+1}\right\|_{A} \leq\left(1-\frac{1}{\kappa(A)}\right)^{1 / 2}\left\|e_{k}\right\|_{A} . \tag{16}
\end{equation*}
$$

## Proof.

$$
\begin{aligned}
& r_{k+1}=r_{k}-\alpha_{k} A p_{k}, \\
& \left\|e_{k+1}\right\|_{A}^{2}=e_{k+1}^{T} A e_{k+1}=r_{k+1}^{T} A^{-1} r_{k+1}=r_{k}^{T} A^{-1} r_{k}-2 \alpha_{k} r_{k}^{T} p_{k}+\alpha_{k}^{2} p_{k}^{T} A p_{k} ; \\
& \text { but } p_{k}^{T} A p_{k}=\frac{r_{k}^{T} r_{k}}{\alpha_{k}} \text { and } r_{k}^{T} p_{k}=r_{k}^{T} r_{k}, \text { hence }\left\|e_{k+1}\right\|_{A}^{2}=\left\|e_{k}\right\|_{A}^{2}-\alpha_{k}\left\|r_{k}\right\|_{2}^{2} .
\end{aligned}
$$

We now give bounds for $\left\|r_{k}\right\|_{2}^{2}$ and $\alpha_{k}$. We have

$$
\begin{aligned}
& \left\|e_{k}\right\|_{A}^{2}=r_{k}^{T} A^{-1} r_{k} \leq\left\|A^{-1}\right\|_{2}\left\|r_{k}\right\|_{2}^{2} \text {. } \\
& \text { Also } p_{k}^{T} A p_{k}=\left(r_{k}+\beta_{k-1} p_{k-1}\right)^{T} A p_{k}=r_{k}^{T} A p_{k}=r_{k}^{T} A r_{k}+\beta_{k-1} r_{k}^{T} A p_{k-1} \text {; } \\
& \text { but } r_{k}^{T} A p_{k-1}=\left(p_{k}-\beta_{k-1} p_{k-1}\right)^{T} A p_{k-1}=-\beta_{k-1} p_{T}^{T} A p_{k-1} \leq 0, \\
& \text { thus } p_{k}^{T} A p_{k} \leq r_{k}^{T} A r_{k} \leq\|A\|_{2}\left\|r_{k}\right\|_{2}^{2} \text { and } \alpha_{k}=\frac{\left\|r_{k}\right\|_{2}^{k}}{p_{k}^{T} A p_{k}} \geq \frac{1}{\|A\|_{2}} \text {. }
\end{aligned}
$$

We deduce that

$$
\alpha_{k}\left\|r_{k}\right\|_{2}^{2} \geq \frac{1}{\|A\|_{2}\left\|A^{-1}\right\|_{2}}\left\|e_{k}\right\|_{A}^{2} \text { and }\left\|e_{k+1}\right\|_{A}^{2} \leq\left(1-\frac{1}{k(A)}\right)\left\|e_{k}\right\|_{A}^{2} .
$$

The error bound depends on the condition number; if it is large, then the coefficient is close to 1 and convergence may be slow. Now, we improve the error bound. We first use the minimum property and the polynomial behavior.

Proposition 4.3 CG iterations satisfy

$$
\left\|e_{k}\right\|_{A}=\min _{q \in \mathcal{P}_{k}^{0}}\left\|q(A) e_{0}\right\|_{A} .
$$

Proof. The set $\left\{\left\|q(A) e_{0}\right\|_{A}, q \in \mathcal{P}_{k}^{0}\right\}$ is nothing else than the set $\left\{\|b-A y\|_{A^{-1}}, y \in\right.$ $\left.x_{0}+\mathcal{K}_{k}\left(A, r_{0}\right)\right\}$. The minimization property is then equivalent when using Krylov subpsaces.

This property can be translated in a "min-max" formulation, by using the eigenvalue decomposition.

Corollary 4.2 CG iterations satisfy

$$
\begin{equation*}
\left\|e_{k}\right\|_{A} \leq\left\|e_{0}\right\|_{A} \min _{q \in \mathcal{P}_{k}^{0}} \max _{z \in \sigma(A)}|q(z)|, \tag{17}
\end{equation*}
$$

Proof. The proof follows the lines of theorem 2.1. Let $A=U \Sigma U^{-1}$ the spectral decomposition of $A$, where $\Sigma$ is the diagonal matrix $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, and $U$ is the orthogonal matrix of eigenvectors. Then $\kappa(U)=1$ and $\left\|q(A) e_{0}\right\|_{A} \leq \max _{i} \mid q\left(\lambda_{i}\right)\left\|e_{0}\right\|_{A}$. By using proposition 4.3, we get (17).

The "min-max" property yields an error bound by using the approximation theory with polynomials.

Corollary 4.3 CG iterations satisfy

$$
\begin{equation*}
\left\|e_{k}\right\|_{A} \leq 2\left\|e_{0}\right\|_{A}\left(\frac{\sqrt{\kappa(A)}-1}{\sqrt{\kappa(A)}+1}\right)^{k} . \tag{18}
\end{equation*}
$$

Proof. The result is based on the following property, see for example [46]:

$$
\min _{q \in \mathcal{P}_{k}^{0}} \max _{z \in\left[\lambda_{1}, \lambda_{n}\right]}|q(z)|=\frac{1}{\left|C_{k}\left(\frac{\lambda_{n}+\lambda_{1}}{\lambda_{n}-\lambda_{1}}\right)\right|},
$$

where $C_{k}$ is the Chebyshev polynomial of first kind of degree $k$.
Remark 4.1 The bound (18) is better than the bound (16). Indeed,

$$
\frac{\sqrt{\kappa(A)}-1}{\sqrt{\kappa(A)}+1} \leq \frac{\sqrt{\kappa(A)-1}}{\sqrt{\kappa(A)}}=(1-1 / \kappa(A))^{1 / 2}
$$

since $\sqrt{\kappa(A)}-1 \leq \sqrt{\kappa(A)-1}$.

Figure 1: Convergence of CG related to condition number.

The effect of the condition number is illustrated in Figure 1. Here, $A$ is a diagonal matrix of size $n=1000$ with eigenvalues ranging regularly from 1 up to $10^{k}$, such that $\kappa(A)=10^{k}$; clearly, the number of iterations increases with $k$. The figure plots the euclidian norm of the residual (which does not decrease at each iteration, recall that (the $A^{-1}$ norm of the residual decreases).

In the Lanczos method, the Ritz values, which are the eigenvalues of the matrix $T_{k}$, converge towards the eigenvalues of $A$. In the CG method, when an eigenvalue has converged, iterations continue as if there had been a deflation in the spectrum of $A$ and convergence becomes faster: this is called superlinear convergence. It is possible to observe several accelerations, each time a new Ritz value has converged. This superlinear convergence is studied for example in [55, 51, 5]. It is observed in Figure 1 and illustrated in Figure 2. Here, $A$ is a diagonal matrix with $k$ small eigenvalues regularly spaced from 0.01 and $n-k$ eigenvalues ranging from 1 to $n-k$. When $k$ increases, the residual stagnates at the same level (with oscillations) during more and more iterations before reaching the same convergence rate as for $k=0$.

This superlinear convergence is the basis of augmented and deflation methods used to accelerate convergence [23, 49, 40, 41]. Indeed, the idea is to use the Ritz values and to remove the smallest eigenvalues which slow down convergence. Augmented CG has been successfully applied to various engineering problems, see for example [11].

### 4.4 Preconditioned Conjugate Gradient

Let $A$ a SPD matrix and $C$ a nonsingular matrix. The preconditioned systems defined in 2.3 are not symmetric. Now, let $C$ a SPD matrix. There are two ways of defining the

Figure 2: An example of superlinear convergence of CG.

PCG method with $C$. The first approach consists in using the Cholesky factorization (which exists) $C=L L^{T}$. Then the preconditioned system

$$
L^{T} A L\left(L^{-1} x\right)=L^{T} b,
$$

can be written

$$
B y=c,
$$

with $B=L^{T} A L$ and $y=L^{-1} x, c=L^{T} b$. The matrix $B$ is SPD thus it is possible to apply CG to the linear system $B y=c$; this is called PCG.

By using a change of variable, it is easy to write PCG as in Table 4.4.
Now, since the matrix $C$ is SPD, it defines the scalar product

$$
\begin{equation*}
<x, y>_{C}=x^{T} C y . \tag{19}
\end{equation*}
$$

Since the matrix $A C$ is self-adjoint for this scalar product, it is possible to apply CG with the scalar product (19) to the preconditioned system $A C\left(C^{-1} x\right)=b$. It is easy to notice that this approach amounts to the same algorithm as previously.

More general assumptions about the preconditioning matrix $C$ are studied in [2, 12].

Since each iteration requires more operations, the number of iterations must be reduced in order to reduce the total CPU time. Let $N$ the cost of the matrix-vector product and $M$ the cost of the product by $C$ (which means in general solving a linear system). If the matrix $A$ is sparse and stored with a compressed sparse row or column scheme, then $N=2 n z(A)+O(n)$, with $n z(A)$ the number of nonzero terms. Other operations of one iteration are vector operations, of type BLAS1. Thus the cost of one

Table 2: PCG algorithm preconditioned by $C$

ALGORITHM 2: PCG

* Initialization ;
choose $x_{0}$;
$r_{0}=b-A x_{0}$;
$z_{0}=C r_{0} ;$
$p_{0}=z_{0}$;
$\rho_{0}=r_{0}^{T} z_{0}$;
* Iterations;
for $k=0,1, \ldots$ until convergence do
$q_{k}=A p_{k} ;$
$\alpha_{k}=\frac{\rho_{k}}{p_{k}^{T} q_{k}} ;$
$x_{k+1}=x_{k}+\alpha_{k} p_{k} ;$
$r_{k+1}=r_{k}-\alpha_{k} q_{k} ;$
$z_{k+1}=C r_{k+1}$;
$\rho_{k+1}=r_{k+1}^{T} z_{k+1} ;$
$\beta_{k}=\frac{\rho_{k+1}}{\rho_{k}}$;
$p_{k+1}=z_{k+1}+\beta_{k} p_{k} ;$
end do
iteration in CG is $N+O(n)$ and it is $N+M+O(n)$ in PCG. In general, the term $O(n)$ can be neglected. If $M$ is almost equal to $N$, then the number of iterations must be divided by two to get about the same amount of operations.


## 5 Symmetric indefinite case

When the matrix $A$ is symmetric but indefinite, there are several methods. Two choices have been explored: $B=A^{2}$ and $B=A$. In both cases, Lanczos process is used to build the orthonormal basis and there is a short recurrence. In the first case, the method does not fail, the Galerkin condition is a minimization condition and the convergence is monotoneous, whereas in the second case, the method can fail. Several variants can be found in the literature, for example in [4]. Here we describe the MINRES and SYMMLQ methods [42], and the variant CR [27].

### 5.1 MINRES method

Here, $B=A^{2}$. Since $e_{k}^{T} A^{2} y=r_{k}^{T} A y$, the Galerkin condition can be written, according to 3.1,

$$
\min \left\|r_{k}\right\|_{2}
$$

The subspace condition can be written $x_{k}=x_{0}+V_{k} y$ thus

$$
r_{k}=r_{0}-A V_{k} y=\left\|r_{0}\right\|_{2} v_{1}-V_{k+1} \bar{T}_{k} y=V_{k+1}\left(\left\|r_{0}\right\|_{2} u_{1}-\bar{T}_{k} y\right)
$$

and the Galerkin condition becomes

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{k}}\| \| r_{0}\left\|_{2} u_{1}-\bar{T}_{k} y\right\| \tag{20}
\end{equation*}
$$

The MINRES method solves (20) by factorizing $\bar{T}_{k}$ with Givens rotations. This factorization can be done with short recurrences, because $T_{k}$ is symmetric. The method is generalized by GMRES for the nonsymmetric case, as described in 6.2.

### 5.2 Conjugate Residual method CR

Here too, $B=A^{2}$, so that the series of iterates is the same. However, the CR method uses descent directions. Galerkin condition can be written $e_{k+1}^{T} A^{T} A r_{j}=0, j \leq k$ or

$$
\begin{equation*}
r_{k+1}^{T} A r_{j}=0, j \leq k \tag{21}
\end{equation*}
$$

In other words, residuals are $A$-conjugate. The descent directions $p_{k}$ are $A^{2}$ orthogonal thus the vectors $A p_{k}$ are orthogonal so that the Lanczos process is used to build the orthonormal basis $\left(A p_{0} /\left\|A p_{0}\right\|_{2}, \ldots, A p_{k-1} /\left\|A p_{k-1}\right\|_{2}\right)$ of the Krylov subspace $A \mathcal{K}_{k}\left(A, r_{0}\right)$. Short recurrences are used to satisfy orthogonality conditions $r_{k+1}^{T} A r_{k}=0$ and $\left(A p_{k+1}\right)^{T} A p_{k}=0$.

### 5.3 SYMMLQ method

Here, $B=A$ as for CG method. The Lanczos process builds the matrix $T_{k}$ and the basis $V_{k}$, so that the Galerkin condition is the same as for CG:

$$
\begin{equation*}
x_{k}=x_{0}+V_{k} y, T_{k} y=\left\|r_{0}\right\|_{2} u_{1} . \tag{22}
\end{equation*}
$$

The SYMMLQ method solves the linear system (22) by using a LQ factorization of $T_{k}$, in order to deal with breakdowns. Indeed, since $A$ is indefinite, the method can fail when the matrix $T_{k}$ is singular: it is a serious breakdown. If it does not fail, the Lanczos method stops when the method has converged: it is a happy breakdown (theorem 3.1). Look-ahead methods are designed to avoid breakdowns [10].

## 6 Nonsymmetric case

The ideal case is, like in CG, to design a method with both a minimization property and a short recurrence, and a strict decreasing series of residuals. A first approach is to define a preconditioned SPD system, as in methods CGNR and CGNE. However,
convergence can be slow because the condition number is squared. Thus a second approach is to get a minimization property without short recurrences, as in GMRES method, which generalizes MINRES and uses Arnoldi process instead of Lanczos process. The main drawback is an increasing complexity, which is avoided by restarting, at the cost of a possible stagnation. And a third approach is to get short recurrences without a minimization property, as in BiCG method, which uses Bi -Lanczos process. The main drawback is the non monotoneous convergence. Some variants close to BiCG, such as CGS, BiCGStab and QMR are no longer Krylov projection methods. These methods are explained for example in [2, 46, 4, 12, 36, 32]. We describe them briefly in what follows.

### 6.1 Methods CGNR and CGNE

When $A$ is nonsymmetric, the system (1) can be preconditioned to get a SPD system. This is the idea used with normal equations.

By left preconditioning with $A^{T}$, the system becomes

$$
\begin{equation*}
A^{T} A x=A^{T} b \tag{23}
\end{equation*}
$$

on which the CG method can be applied. The iterates are defined by

$$
x_{k} \in x_{0}+\mathcal{K}_{k}\left(A^{T} A, A^{T} r_{0}\right)
$$

with

$$
\left\|r_{k}\right\|_{2}=\min _{y \in x_{0}+\mathcal{K}_{k}\left(A^{T} A, A^{T} r_{0}\right)}\|b-A y\|_{2}
$$

This method is called CGNR and minimizes the norm of the residual. A variant of CGNR, also called LSQR, is very often used to solve least-squares problems [43].

By right preconditioning with $A^{T}$, the system becomes

$$
\begin{equation*}
A A^{T}\left(A^{-T} x\right)=b, \tag{24}
\end{equation*}
$$

and again the CG method can be applied. The iterates are defined by

$$
x_{k} \in x_{0}+A^{T} \mathcal{K}_{k}\left(A A^{T}, r_{0}\right)
$$

with

$$
\left\|e_{k}\right\|_{2}=\min _{y \in x_{0}+A^{T} \mathcal{K}_{k}\left(A A^{T}, r_{0}\right)}\left\|x^{*}-y\right\|_{2}
$$

This method is called CGNE and minimizes the norm of the error.
Both methods CGNR and CGNE have the properties of CG: short recurrence, minimization, strictly monotoneous convergence. However, in the error bound (18), the condition number is given by

$$
\kappa\left(A^{T} A\right)=\kappa\left(A A^{T}\right)=\kappa(A)^{2}=\left(\frac{\sigma_{n}}{\sigma_{1}}\right)^{2},
$$

where $0<\sigma_{1}<\ldots<\sigma_{n}$ are the singular values of $A$. Thus convergence can be slow for some matrices.

### 6.2 GMRES method

In the GMRES method [47], the matrix $B$ is chosen as $B=A^{T} A$, thus is SPD.
Proposition 6.1 Method GMRES is defined by

$$
\begin{aligned}
& x_{k} \in x_{0}+\mathcal{K}_{k}\left(A, r_{0}\right), \\
& r_{k} \perp A \mathcal{K}_{k}\left(A, r_{0}\right),
\end{aligned}
$$

or equivalently

$$
\begin{equation*}
\left\|r_{k}\right\|_{2}=\min _{x \in x_{0}+\mathcal{K}_{k}\left(A, r_{0}\right)}\|b-A x\|_{2} \tag{25}
\end{equation*}
$$

The GMRES algorithm can also be viewed as the linear system (6). Indeed, the GMRES method uses the Arnoldi process.

Theorem 6.1 If the method has not finished, problem (25) is equivalent to

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{k}}\left(\left\|r_{0}\right\|_{2} u_{1}-\bar{H}_{k} y\right) \tag{26}
\end{equation*}
$$

where $V_{k+1}$ and $\bar{H}_{k}$ are the basis and matrix built by Arnoldi process applied to $v_{1}=$ $\frac{r_{0}}{\left\|r_{0}\right\|_{2}}$.

GMRES method does not fail, convergence is monotoneous.
Proof. System (6) is equivalent to problem (25). The matrix $C_{k}=V_{k}^{T} B V_{k}$ is equal to $\left(A V_{k}\right)^{T}\left(A V_{k}\right)=\bar{H}_{k}^{T} \bar{H}_{k}$ since $V_{k+1}$ is orthonormal.

The right-hand side of system (6) is equal to $V_{k}^{T} B e_{0}=\bar{H}_{k}^{T} V_{k+1}^{T} r_{0}=\left\|r_{0}\right\|_{2} \bar{H}_{k}^{T} u_{1}$ since $v_{1}$ is orthogonal to $v_{i}, i \geq 2$.

Thus, solving system (6) is equivalent to solving system

$$
\bar{H}_{k}^{T} \bar{H}_{k} y=\left\|r_{0}\right\|_{2} \bar{H}_{k}^{T} u_{1},
$$

which is the normal equation underlying the least-squares problem (26).
Using theorem 3.2, since $B$ is definite, GMRES does not fail and convergence is monotoneous.

Convergence can also be analyzed by using polynomials and the minimization property.

Theorem 6.2 If $A$ is diagonalisable, let $A=U \Sigma U^{-1}$, where the columns of $U$ are a basis of eigenvectors and where $\Sigma=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$; let $\kappa(U)=\|U\|_{2}\left\|U^{-1}\right\|_{2}$ the condition number of $U$.

GMRES iterations satisfy

$$
\begin{equation*}
\left\|r_{k}\right\|_{2} \leq\left\|r_{0}\right\|_{2} \kappa(U) \min _{q \in \mathcal{P}_{k}^{0}} \max _{z \in \sigma(A)}|q(z)| . \tag{27}
\end{equation*}
$$

Proof. Minimization property is equivalent to

$$
\left\|r_{k}\right\|_{2}=\min _{q \in \mathcal{P}_{k}^{0}}\left\|q(A) r_{0}\right\|_{2} .
$$

By applying theorem 2.1, we get inequality (27).
However, since the matrix $B A^{-1}=A^{T}$ is not definite in general, convergence is not always strictly monotoneous and stagnation can occur.

Proposition 6.2 If $\left\|r_{k+1}\right\|_{2}=\left\|r_{k}\right\|_{2}$ then $r_{k}^{*} A r_{k}=0$.
Converserly, if $r_{k}^{*} A r_{k}=0$, then $r_{k+1}=r_{k}$ or $r_{k}=r_{k-1}$.
Proof. If $\left\|r_{k+1}\right\|_{2}=\left\|r_{k}\right\|_{2}$, then $r_{k}$ is the unique solution of problem (25) for index $k+1$ thus $r_{k}=r_{k+1}$ and $r_{k} \perp A \mathcal{K}_{k+1}\left(A, r_{0}\right)$; but $r_{k} \in \mathcal{K}_{k+1}\left(A, r_{0}\right)$ thus $r_{k} \perp A r_{k}$.

Converserly, if $r_{k}=0$, then $r_{k+1}=r_{k}=0$. One can assume that $r_{k} \neq 0$. Then the Krylov subspace $\mathcal{K}_{k+1}\left(A, r_{0}\right)$ is of dimension $k+1$.

We assume that $r_{k}^{*} A r_{k}=0$.
Since $r_{k} \in \mathcal{K}_{k+1}\left(A, r_{0}\right)$, there are two possible cases.
If $r_{k} \notin \mathcal{K}_{k}\left(A, r_{0}\right)$ then $\operatorname{eng}\left\{\mathcal{K}_{k}\left(A, r_{0}\right), r_{k}\right\}=\mathcal{K}_{k+1}\left(A, r_{0}\right)$. Since $r_{k} \perp A \mathcal{K}_{k}$ and $r_{k} \perp A r_{k}$, it follows that $r_{k} \perp A \mathcal{K}_{k+1}$ and $r_{k}$ is solution of problem (25) for index $k+1$ and by unicity, $r_{k+1}=r_{k}$.

Else, $r_{k} \in \mathcal{K}_{k}$ thus $x_{k}-x_{0} \in \mathcal{K}_{k}, A\left(x_{k}-x_{0}\right) \in \mathcal{K}_{k}$ and, thanks to proposition (2.3), $x_{k}-x_{0} \in \mathcal{K}_{k-1}$. Hence, $r_{k}$ is solution of problem (25) at index $k-1$ and by unicity, $r_{k}=r_{k-1}$.

Since $B A=A^{T} A^{2}$ is nonsymmetric, it is not possible to apply proposition 3.5 to define a short recurrence. Arnoldi process requires storing the vectors $v_{k}$; the number of operations, apart from the matrix-vector product, has a complexity in $O\left(n k^{2}\right)$. In order to reduce the storage and the CPU time, restarted GMRES is used.

The GMRES(m) method computes cycles of $m$ iterations of GMRES, and restarts with the last approximation $x_{m}$. This confines memory and CPU requirements but the choice of $m$ is not easy, because convergence can stagnate if $m$ is too small. In a cycle of $m$ iterations of GMRES $(\mathrm{m})$, the number of operations is $2 n m^{2}+m N+O(n m)$, where $N$ is the cost of the matrix-vector product; also, the $m+1$ vectors $v_{j}$ must be stored.

The GMRES(m) algorithm is described in Table 6.2. The least-squares problem (26) is solved in general by using a $Q R$ factorization of the matrix $\bar{H}_{k}$ with Givens rotations. Then it is possible to compute $\left\|r_{k}\right\|_{2}$ without computing $x_{k}$.

Examples of convergence behavior are illustrated in Figure 3 and Figure 4. In the first example, the matrix $A=V D V^{-1}$ of order $n=1000$ is diagonalized, with $\kappa(A)=k$ and $\kappa(V)=19$. As for CG, the impact of $\kappa(A)$ can be observed. In the second example, $\kappa(A)=1000$ and $\kappa(V)$ is variable. Here, the impact of $\kappa(V)$ can be

Table 3: GMRES(m) algorithm.
AlGorithm 3: GMRES(m)

* Initialization;
choose $x_{0}$;
$r_{0}=b-A x_{0}$;
* Iterations;
until convergence do
$v_{1}=\frac{r_{0}}{\left\|r_{0}\right\|_{2}} ;$
* Arnoldi process ;
for $j=1, m$
$w=A v_{j} ;$
for $i=1, j$
$h_{i j}=v_{i}^{T} w$;
$w=w-h_{i j} v_{i} ;$
end for ;
$h_{j+1, j}=\|w\|_{2}$;
$v_{j+1}=w / h_{j+1, j}$;
* least-squares problem
$\bar{H}_{j}=Q_{j} R_{j}$;
compute $\left\|r_{j}\right\|_{2}$;
convergence test
end for ;
compute $y_{m}$ solution of $\min _{y}\left(\left\|r_{0}\right\|_{2} e_{1}-\bar{H}_{m} y\right)$;
$x_{m}=x_{0}+V_{m} y_{m}$;
$r_{m}=b-A x_{m}$;
convergence test
$x_{0}=x_{m} ; \quad r_{0}=r_{m} ;$
end do

Figure 3: Effect of eigenvalues on convergence of GMRES.

Figure 4: Effect of eigenvectors on convergence of GMRES.
observed, as predicted. In both cases, superlinear convergence is achieved after some iterations. Here, GMRES is not restarted.

As in the previous examples, superlinear convergence can be observed for some matrices; moreover, stagnation can occur when restarting; augmented and deflation methods have been designed in order to overcome this drawback and to accelerate convergence [21, 13, 38, 39, 19].

### 6.3 BICG methods

The BICG method solves the augmented system

$$
\left(\begin{array}{cc}
A & 0 \\
0 & A^{T}
\end{array}\right)\binom{x}{\tilde{x}}=\binom{b}{\tilde{b}}
$$

by the Krylov projection method, where the matrix $B$ is defined by

$$
B=\left(\begin{array}{cc}
0 & A^{T} \\
A & 0
\end{array}\right)
$$

Proposition 6.3 The BICG method is defined by the initial choice of $x_{0}$ and $\tilde{x}_{0}$ and by the subspace and Galerkin conditions:

$$
\begin{aligned}
& x_{k} \in x_{0}+\mathcal{K}_{k}\left(A, r_{0}\right), \\
& \tilde{x}_{k} \in \tilde{x}_{0}+\mathcal{K}_{k}\left(A^{T}, \tilde{r}_{0}\right), \\
& r_{k} \perp \mathcal{K}_{k}\left(A^{T}, \tilde{r}_{0}\right), \\
& \tilde{r}_{k} \perp \mathcal{K}_{k}\left(A, r_{0}\right) .
\end{aligned}
$$

Proof. Let

$$
\tilde{A}=\left(\begin{array}{cc}
A & 0 \\
0 & A^{T}
\end{array}\right) .
$$

The Krylov subspace is then

$$
\binom{\mathcal{K}_{k}\left(A, r_{0}\right)}{\mathcal{K}_{k}\left(A^{T}, \tilde{r}_{0}\right)},
$$

which yields the subspace condition. Moreover,

$$
B \tilde{A}^{-1}=\left(\begin{array}{cc}
0 & I \\
I & 0
\end{array}\right)
$$

which yields the Galerkin condition.
Since the matrix $B$ is not definite, the method may fail, by theorem 3.2 ; since the matrices $B$ and $B \tilde{A}$ are symmetric, the method can be defined by a short recurrence, by theorem 3.5. Also, the method is related to bi-Lanczos.

Proposition 6.4 The BICG method applies the Bi-Lanczos method to the initial vectors $v_{1}=r_{0} /\left\|r_{0}\right\|_{2}$ and $w_{1}=\mu \tilde{r}_{0}$ such that $v_{1}^{T} w_{1}=1$. The residuals and the descent directions satisfy the orthogonality conditions

$$
r_{k+1}^{T} \tilde{r}_{k}=0, A p_{k+1}^{T} \tilde{p}_{k}=p_{k+1}^{T} A^{T} \tilde{p}_{k}=0 .
$$

The method solves the linear system

$$
T_{k} y=\left\|r_{0}\right\|_{2} u_{1} .
$$

It fails if $T_{k}$ is singular.

Table 4: BICG algorithm.

```
ALGORITHM 4: BICG
    * Initialization;
    choose }\mp@subsup{x}{0}{}\mathrm{ and }\tilde{b}\mathrm{ and }\mp@subsup{\tilde{x}}{0}{}
    ron}=b-A\mp@subsup{x}{0}{};\quad\mp@subsup{\tilde{r}}{0}{}=\tilde{b}-A\mp@subsup{\tilde{x}}{0}{}
    por =r0; \tilde{p}
    * Iterations;
    for }k=0,1,\ldots\mathrm{ until convergence do
        \alpha}=\frac{\mp@subsup{\tilde{r}}{k}{T}\mp@subsup{r}{k}{}}{\mp@subsup{\tilde{p}}{k}{T}A\mp@subsup{p}{k}{}}
        x}\mp@subsup{x}{k+1}{}=\mp@subsup{x}{k}{}+\mp@subsup{\alpha}{k}{}\mp@subsup{p}{k}{}
        rk+1}=\mp@subsup{r}{k}{}-\mp@subsup{\alpha}{k}{}A\mp@subsup{p}{k}{}
        \mp@subsup{r}{k+1}{}}=\mp@subsup{\tilde{r}}{k}{}-\mp@subsup{\alpha}{k}{}\mp@subsup{A}{}{T}\mp@subsup{\tilde{p}}{k}{}
        \beta
        p}\mp@subsup{p}{k+1}{}=\mp@subsup{r}{k+1}{}+\mp@subsup{\beta}{k+1}{}\mp@subsup{p}{k}{}
        \mp@subsup{\tilde{p}}{k+1}{}=\mp@subsup{\tilde{r}}{k+1}{}+\mp@subsup{\beta}{k+1}{}\mp@subsup{\tilde{p}}{k}{};
    end do
```


## Proof.

The method builds the basis $V_{k}=\left(r_{0}, \ldots, r_{k-1}\right)$ and $W_{k}=\left(\tilde{r}_{0}, \ldots, \tilde{r}_{k-1}\right)$ such that $V_{k}^{T} W_{k}=I$. The method fails if

$$
C_{k}=\left(\begin{array}{cc}
0 & T_{k}^{T} \\
T_{k} & 0
\end{array}\right),
$$

is singular, thus if the matrix $T_{k}$ is singular.
The algorithm is given in Table 6.3.
When the method has finished, it is a happy breakdown. In order to avoid serious breakdowns, when the matrix is singular, a look-ahead version can be used [45, 29].

The algorithm involves not only a matrix-vector product with $A$, but also a matrixvector product with $A^{T}$. It is possible to modify the polynomial underlying the method. This idea is used in CGS [52] and BICGSTAB methods [56]. They are no longer projection methods, but are still polynomial methods.

Since there is no minimization property, convergence is not monotoneous. The QMR method avoids irregular convergence. Again, this polynomial method is not a projection Krylov method. It is still based on Bi-Lanczos and replaces Galerkin condition by a quasi-minimization condition [30, 28]. More precisely,

$$
\begin{aligned}
& x_{k}=x_{0}+V_{k} y, \\
& r_{k}=r_{0}-A V_{k} y=V_{k+1}\left(\beta u_{1}-\bar{T}_{k} y\right),
\end{aligned}
$$

with $y$ solution of

$$
\begin{equation*}
\min _{y}\left\|\Omega_{k+1}^{-1}\left(\gamma u_{1}-\Omega_{k+1} \bar{T}_{k} y\right)\right\|_{2} \tag{28}
\end{equation*}
$$

where $\Omega_{k+1}$ is a diagonal matrix.
Again, a look-ahead version can be used to avoid breakdowns. A Transpose-Free variant (TFQMR) does not involve the product with $A^{T}$. Convergence is not monotoneous but is more regular than for BICG and a result of convergence is proved.

In Figures 5 and 6, the methods BiCGStab, QMR, Full-GMRES and GMRES(m) are compared. Matrices Sherman4 and Sherman5 come from the Harwell-Boeing collection [18]. Full GMRES converges faster than other methods (in terms of matrixvector products, not necessarily CPU time). Restarting GMRES slows down convergence and can create stagnation. Eventually, GMRES(m) becomes slower than other methods when $m$ becomes small. Convergence of QMR is more regular than convergence of BICGStab but not monotoneous, whereas the residuals of GMRES(m) decrease (or stagnate).

Figure 5: Convergence behavior of Krylov methods with matrix Sherman4.

## 7 Practical issues

### 7.1 Numerical problems

In practice, several numerical problems can arise when using Krylov methods. Krylov projection methods are based on orthogonality conditions, which are quite often verified by recurrence relations. Also, the residual $r_{k}$ is computed by recurrence, not explicitely by $r_{k}=b-A x_{k}$. Although these conditions are satisfied with exact

Figure 6: Convergence behavior of Krylov methods with matrix Sherman5.
arithmetic operations, is is no longer true when dealing with floating-point arithmetic and rounding errors. Three phenomena can occur, as discussed for example in [8, 9, 57, 53, 37, 44]:

- loss of orthogonality ; for example, descent directions are no longer orthogonal; this situation can slow down convergence. A partial or complete reorthogonalization can be done to remedy to this loss.
- there is a drift between the computed residual $r_{k}$ and the exact residual $b-A x_{k}$. Then the stopping criterium is no longer valid. The residual can be recomputed every so often to remedy to this drift.
- In Lanczos or bi-Lanczos methods, a breakdown can occur. Numerically, this problem can arise when the matrix is nearly singular, this is a near-breakdown. Thus look-ahead can be applied as soon as a numerical problem is detected.


### 7.2 Preconditioning

As already pointed out, preconditioning is essential in practice in order to accelerate convergence. Incomplete factorizations can be efficient in many cases but they suffer from two major drawbacks: the number of iterations still increases with the size of the system and parallelism is sometimes poor. Multilevel preconditioners are the most promising methods nowadays. Multigrid preconditioners can be very efficient for some classes of problems. Other multilevel approaches are in general based on domain decomposition methods, studied from a PDE point of view or from an algebraic point of view; several authors have designed methods based on Schur complement and

Schwarz methods. These methods can be combined with deflation or coarse grid correction. There is still a need of robust general preconditioners, which can guarantee convergence for most scientific applications, and this is an active area of research.

### 7.3 Parallelism

High performance computing is an essential key for dealing with huge linear systems; nowadays, sparse direct solvers are quite efficient and scalable. However, iterative methods are competitive, if they are combined with an efficient and scalable precondioner. The two major operations are the sparse matrix-vector product and the preconditioning. Usually, the matrix is partitioned into rows or columns, in order to distribute the operations of the matrix-vector product. Domain decomposition approaches hold naturally parallel features. Moreover, hybrid methods, combining parallelism at various levels, are very promising. Parallel efficient preconditioning is the key for a widespread use of Krylov iterative methods.
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