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#### Abstract

In fractured rocks, fluid flows mostly within a complex arrangement of fractures. Both the fracture network structure and its hydraulic properties are determined at first order by the broad range of fracture lengths and densities. To handle the observed wide variety of fracture properties and the lack of direct fracture visualization, we develop a general and efficient stochastic numerical model for discrete fracture networks (DFNs) in a three-dimensional (3D) computational domain. We present an original conforming mesh generation method addressing the penalizing configurations stemming from close fractures and acute angles between fracture intersections. Flows are subsequently computed by using a mixed hybrid finite element (MHFE) method. The lack of direct fracture knowledge is treated by Monte-Carlo simulations requiring simulations with a large number of networks with various characteristics. We analyze the complexity in size and in time for the computation of flow in 3D DFNs meshed with our method and compare with the complexities for 2 D rectangular domains meshed with a regular grid. We find out that complexity in size is similar whereas complexity in time is slightly larger for DFNs than for 2D regular domains.
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1. Introduction. Numerical simulations in hydrogeology aim at finding the solution of the flow (and transport) equations in a complex, only partly identified, geologic system. Here we consider rocks where groundwater flow is channeled in fractures. Our model is based on discrete fracture networks (DFNs) and follows a stochastic approach.
1.1. Motivation. The interest of fractured rocks for groundwater flow has grown in the last two decades in several respects, ranging from the storage of high-level nuclear wastes to water resources [8]. As fractures act as fast flow conduits, they determine the medium hydraulic properties like the flow pattern and the permeability. For rocks of very small permeability like crystalline rocks, the sole flow bearing structures are the fractures. Flow properties may be dominated by a few large fractures, by a dense network of small fractures, or by a combination of fractures of very different sizes [11], [12].

The nature of the flow pattern depends directly on the fracture length distribution and on the density of fractures. For dense fracture networks, flow will be well spread in the medium and could be advantageously modeled by continuous porouslike methods where fractures are implicitly taken into account by the permeability repartition of the equivalent porous medium. For sparse fracture networks, flow will be more likely channeled in the most permeable and accessible fractures and could be better modeled by discrete approaches where fractures are explicitly represented [23].

[^0]Flow properties depend also on the spatial variability of fracture aperture, which can be represented by a discrete approach. This method also provides ways to study flow and transport processes by numerical simulations [27] and may in turn give upscaling rules for permeability measurements, the flow pattern salient characteristics, and indications on hydraulic properties that cannot be directly observed on field tests.

Natural fractures occur on a broad range of scales. Because fractures cannot be observed in 3D, information on their characteristics comes from boreholes and outcrops. To address uncertainty in DFNs, stochastic approaches have been developed. The fracture shape is generally modeled by ellipses or polygons of varying aspect ratios [7], [22], [28]. Variable permeability can be modeled by a random distribution. We present in this paper a stochastic discrete approach working for a wide variety of fracture networks and adapted for both field and phenomenological studies.
1.2. Previous work. DFNs have a rather complex 3 D geometry, since they are not 3D volumes but a set of 2D domains, with various orientations and intersecting each other. In flow computations, the rock matrix can be considered as impervious and flow is only simulated in the fractures. Simulation methods based on finite element methods face two problems. First, the number of cells in the mesh grows rapidly with the system size like in 3D models. Second, the 2D domains corresponding to the fractures display connection configurations difficult to mesh like small angles and points close to each other. There are two scales to consider in DFN: the 3D scale of the network and the 2D scale of each fracture. Two types of simulation methods were developed using either the two-scale structure in 2D fractures and 3D network fractures or a mesh generation of the full system at the network scale.

The first developed method consists of obtaining analytical relations between flows and heads within disk-shaped fractures through image theories, and of combining these analytical relations in a system of equations, giving the heads at the network scale [22]. Simpler approaches rely also on the two-scale fracture network structure. The mesh structure at the fracture scale is simplified by a network of monodimensional pipes between the fracture intersections and the fracture center, and the mesh structure at the network scale becomes a network of monodimensional pipes [7], [28]. This method solves the mesh generation and system size problems and respects the topological structure of the network. Its drawbacks are potential unrealistic flow patterns in the fracture, the difficult choice of the pipe transmissivities, and the impossibility to evaluate the uncertainties. Definition of pipe locations and transmissivities within the fractures has been more precisely quantified with use of flow solutions with the boundary element method within the fracture plan [13]. In this method, like in the method of [22], flow solving at the fracture scale provides relations between flows and heads that are used in a second step at the network scale. The boundary element method is, however, limited to homogeneous fractures and has only been applied to small fracture networks so far.

The second kind of simulation method consists of generating a mesh at the network scale and in using a finite element method for solving the flow equation. This strategy is implemented in several types of software like Rockflow and Fracman. It provides ways to introduce transmissivity heterogeneities within the fractures and to quantify uncertainties by reducing the characteristic mesh scale. Several solutions have been proposed for solving the problem of the connection configurations difficult to mesh or detrimental to numerical schemes. These configurations have been solved manually in each network through local modifications of the mesh [21], or removed from the network by small modifications of the fracture network structure [25].
1.3. Our contribution. The latter approach can be integrated in a stochastic framework where several samples of DFNs are automatically generated and follow prescribed probability distributions. To our knowledge, most existing models do not allow broad fracture length distributions and broad fracture shape distributions occurring in natural fracture networks. In this article, we present a new flow simulation method based on an original mesh generator for general DFN structures.

Network generation is the first step of a global stochastic methodology. An original feature is the possibility to apply power-law fracture length distributions with a large range of possible exponents, correctly modeling both the natural broad range of scales and the variety of natural fractured sites and leading to a large number of fractures. It is also possible to define an heterogeneous permeability field, in order to take into account the spatial variability of fracture apertures.

In this paper, we focus on simple steady state flow. We assume that the rock matrix is impervious; classical equations are written in each fracture. In contrast to [26], we write also interface conditions for all intersections, in order to get a consistent system of equations. To solve these equations, a mixed finite element method can be used, where the difficulty is to express fluxes at the intersections. We use a hybrid method, different from [25], [29], but following [19], [20], where we replace fluxes by pressures at the edges. This approach is a very convenient and easy way to express mass continuity at the interfaces.

However, this method relies on mesh generation, providing conforming mesh structures. In general, a direct application of mesh generation does not succeed, because each fracture contains many intersections in all directions. In most cases, the quality of the mesh is poor, with small angles in the triangles [2], [26]. The objective of our mesh generation is to remove difficult connection configurations in the fractures. The idea is to apply a two-level discretization of the fracture intersections and boundaries. Intersections and boundaries are first referenced on a 3D regular grid of voxels (small cubes) common to all fractures. Then voxels to which elements of a fracture belong are projected back on the fracture plane. This discretization-projection of intersections and boundaries removes small angles and small segments so that fractures can be meshed with a high quality [2], [26]. However, for many generated networks, some boundary points are connected to more than two edges. In order to run stochastic simulations, a post-projection step is mandatory in order to remove these points.

When a mesh can be generated for many DFNs, it is possible to run many numerical experiments. In contrast to [26], we generate tests in a systematic way, using a wide range of parameters, several samples of Monte-Carlo simulations, and a wide range of mesh steps. These numerous tests are used to validate the method, to analyze convergence, and to study space and time complexity.

The paper is organized as follows. Section 2 describes the physical and numerical model. Then we develop our method to generate the mesh in section 3 , describing our two-level process and our post-projection adjustments. Section 4 is devoted to software description and section 5 gives some experimental results.
2. Model. Our model can be decomposed in three parts, related to three scientific fields: geology, hydraulics, and numerical analysis. We present these three components below.
2.1. Geological characteristics. The model presented in this study is made up of ellipses identified by their length, shape, orientation, and position. The length is equal to their major axis and the shape noted $e$ is defined by the ratio between their major axis and minor axis. The stochastic model addresses the issue of uncertainty in

Table 2.1
Random distributions for $3 D$ discrete fracture networks. A random fracture is defined by four random variables: length, shape, position, and orientation.

| Characteristic | Random distribution |
| :--- | :--- |
| length | power law |
| shape | uniform or constant |
| position | uniform |
| orientation | uniform |

the data by generating fracture networks where the characteristics follow given probability distributions. The broad natural fracture length distribution can be correctly modeled by a power-law distribution such as

$$
\begin{equation*}
p(l) d l=\frac{1}{a-1} \frac{l^{-a}}{l_{\min }^{-a+1}} d l, \tag{2.1}
\end{equation*}
$$

where $p(l) d l$ is the probability of observing a fracture with a length in the interval $[l, l+d l], l_{\text {min }}$ is the smallest fracture length, and $a$ is a characteristic exponent [4], [10]. Values of the power-law length exponent $a$ extrapolated from outcrop observations range between 2.5 and 5 , traducing a wide variety of network structures. For $a$ below 3 , the network structure is dominated by the few largest fractures, whereas for $a$ larger than 4 , it is dominated by the smallest fractures. This original feature of our model leads to configurations with a large number of fractures spanning a large range of lengths. Without loss of generality, the fracture orientation and position distributions are taken as uniform, and ellipse shapes are either uniformly distributed or constant. The stochastic model is summarized in Table 2.1.

For simulation purposes, we introduce a cubic computational domain of characteristic size $L$ in which the fracture networks are studied. The largest fracture length is of the order of $L$ and the smallest fractures are of length close to $l_{\text {min }}$. The important parameter in the simulations is the scale range $\left[l_{\text {min }}, L\right]$ characterized by the scale ratio $L / l_{\text {min }}$.

The global computational domain of the model is the network $\Omega$, an open set composed of all the fractures and all the intersections between fractures. The boundary of $\Omega$ is composed of the borders of the cube and the edges of the ellipses. Let $N F$ be the number of fractures. Each fracture is an open set $\Omega_{f}, f=1, \ldots N F$, an ellipse which is truncated if necessary by the faces of the cube. The boundary of a fracture is composed of the ellipse edge, the intersections with the cube faces, and the intersections with other fractures. Let $N I$ be the number of intersections between fractures. Each intersection is a segment $S_{k}, k=1, \ldots N I$, and we denote by $F_{k}$ the set of fractures with $S_{k}$ on the boundary. Thus, we can write

$$
\Omega=\bigcup_{f=1}^{N F} \Omega_{f} \cup \bigcup_{k=1}^{N I} S_{k}
$$

Fracture density is described by reference to the percolation threshold characterized by the critical number of fractures $N F_{c}$ for which connection between the cube borders is reached. For power-law distributed fracture length, the critical density depends on the system size $L$ [5], [6]. As this study focuses on connected fracture networks for flow simulations, we define the density as the ratio $d=N F / N F_{c}$. For example, $d=2$ means that the system contains twice as many fractures than at threshold. Parameters of the model are summed up in Table 2.2.

TABLE 2.2
Parameters for $3 D$ discrete fracture networks: exponent of power-law distribution, density of fractures, and scale ratio.

| Parameter | Meaning | Range |
| :--- | :--- | :--- |
| $a$ | power law | $[2.5,5]$ |
| $d$ | density | $d \geq 1$ |
| $L / l_{\text {min }}$ | scale ratio | $L / l_{\min } \geq 1$ |



Fig. 2.1. Examples of of networks with various parameters: power-law exponent, density.

Fracture characteristics have a critical influence on the fracture network topology. For example, the number of intersections $N I$ increases with the fracture density $d$ and decreases with the power-law exponent $a$. For ensuring a large applicability of our method, we cover in experiments a wide range of parameters, leading to 18 types of networks. Figure 2.1 displays four examples of networks used in this study.
2.2. Flow equations. Classical laws governing the flux in a porous medium are mass conservation and Darcy law. The main physical data is the permeability of the geological domain. In our model, the rock matrix surrounding the fractures is considered as impervious. Permeability of fractures can be highly variable. Indeed, they are closely related to apertures which vary spatially and can vary in time. In our current model, we consider a deterministic heterogeneous permeability field. In the future, we plan to consider also a random permeability field.

Since the rock matrix is impervious, we assume that mass conservation and Darcy laws are satisfied in each fracture, and we have to define conditions at the intersections. We first assume that there is no longitudinal flux in the intersections. If longitudinal flux is allowed, different interface conditions must be defined [24]. Then, we assume the continuity of the hydraulic head and the transversal flux at each intersection. These assumptions are quite classical and close the system of equations [29].

In order to write the laws in each fracture, we must define a projection from the 3 D cube onto the fracture plane. Let $(x, y, z)$ be the coordinates in the 3 D cube and $\left(x_{f}, y_{f}\right)$ the projected coordinates in the fracture $\Omega_{f}$. The governing laws in each fracture are written

$$
\left\{\begin{array}{c}
v=-K \nabla h \text { in } \Omega_{f},  \tag{2.2}\\
\nabla \cdot v=s \text { in } \Omega_{f},
\end{array}\right.
$$

where the Darcy velocity $v$ and the hydraulic head $h$ are unknown, $K$ is a given 2D permeability field, and $s$ is a given source term. These equations are written in the fracture plane, using the 2D coordinates $\left(x_{f}, y_{f}\right)$.

We assume that boundary conditions on the cube faces are either Dirichlet or Neumann. Let $\Gamma_{D}$ be the part of the cube boundary with Dirichlet condition ( $\Gamma_{D} \neq \emptyset$ ) and $\Gamma_{N}$ be the part with Neumann condition. We also assume a Neumann zero flux condition on each ellipse edge $\Gamma_{f}$ of fractures $\Omega_{f}$.

Boundary conditions are written

$$
\left\{\begin{array}{l}
h=h_{D} \text { on } \Gamma_{D}  \tag{2.3}\\
v . n=q_{N} \text { on } \Gamma_{N} \\
v . n=0 \text { on } \Gamma_{f}
\end{array}\right.
$$

where $h_{D}$ and $q_{N}$ are prescribed values.
Continuity conditions in each intersection are written

$$
\left\{\begin{array}{l}
h_{k, f}=h_{k}, \text { on } S_{k}, \forall f \in F_{k}  \tag{2.4}\\
\sum_{f \in F_{k}} v_{k, f} \cdot n_{k, f}=0 \text { on } S_{k}
\end{array}\right.
$$

where $h_{k, f}$ is the trace of the head and $n_{k, f}$ is the normal unit vector on the boundary $S_{k}$ of the fracture $\Omega_{f}$.

We assume that the set of equations (2.2)-(2.4) is well-posed in adequate functional spaces (it has a unique solution which depends continuously on the data).
2.3. Numerical method. Now, we have to define a spatial approximation in order to solve the physical model. We apply a mixed finite element (MFE) method for the following reasons. In general, finite element methods allow one to deal with complex geometries and to use locally refined meshes. In a mixed finite element method, the unknowns are hydraulic head and velocity; thus the velocity field is a good approximation, and useful for subsequent transport problems. Also this method guarantees both local and global mass conservation; therefore, MFE methods are very well-suited for solving flow problems. We do not define here the functional spaces and the variational weak mixed formulation, but refer to [25], [19], [20] for more details.

The first step is to define the mesh of the network. We require that the mesh is 2 D in each fracture, in order to guarantee mass conservation in each fracture plane. We also rule that the mesh is conforming in each intersection. This means that the discretization of an intersection and of the boundaries is uniquely defined and that


FIG. 2.2. Two intersecting fractures with a triangular mesh: border edges, interior edges, and intersection edges.
the discrete intersection is projected in the fracture plane of all fractures containing it. This constraint allows an easy definition of the discrete continuity conditions and allows us to apply classical results for MFE methods.

At the network level, boundaries and intersections are uniquely discretized with 3D coordinates. Then they are projected onto each fracture plane with 2D local coordinates, and each fracture can be meshed in 2D.

We assume that the 2 D meshes are done with triangles. We use the hybrid version of the MFE method (MHFE method) where unknowns are mean head $h_{E}$ in each triangle and mean head $\Phi_{I}$ on each edge [19]. For stationary flux equations, the MHFE method leads to a symmetric positive definite matrix, whereas the MFE method leads to a symmetric indefinite matrix. Also, in the context of our network of fractures, it is easy to handle intersection conditions with the MHFE method. Indeed, continuity of head-on intersection is trivial (only one unknown per edge); continuity of flux on intersection is easily accomplished by eliminating the velocity variable. In particular, it is possible and also sufficient to define locally in each element a discrete velocity field, whereas global unknowns are hydraulic heads $h_{E}$ and $\Phi_{I}$.

Let $N T$ be the number of triangles and $N E$ be the number of edges. For each triangle $E$, the three edges are locally numbered $i=1,2,3$ and globally numbered $I$. For each edge $I$, the set of elements $E$ containing $I$ is denoted by $T_{I}$. The number of elements containing $I$ varies: an edge on a boundary (cube or ellipse) belongs to only one triangle; an edge inside a fracture belongs to two triangles, and an edge on an intersection belongs generally to two fractures and four triangles. The different cases are illustrated by Figure 2.2, showing two fractures with their intersection.

We use the classical Raviart-Thomas basis functions $w_{E, j}$, defined in each 2D fracture and each triangle $E$, on each local edge $j$ :

$$
v_{E}=\sum_{j=1}^{3} v_{E, j} w_{E, j}
$$

Now, Dirichlet boundary conditions are given by $\Phi_{I}=h_{D}, I \in \Gamma_{D}$ and Neumann boundary conditions on the cube edge are given by $v_{E, i}=q_{N}, I \in \Gamma_{N}$, whereas Neumann boundary conditions on an ellipse edge are given by $v_{E, i}=0, I \in \Gamma_{f}$, where $E$ is the element containing $I$, with a local number $i$.

In order to eliminate the velocity and to derive a hybrid formulation, we write locally Darcy's law and express the velocity with hydraulic heads. Darcy's law $v=$ $-K \nabla h$ is integrated $\nabla . v=s$ in each element $E$, using each basis function as a test
function in the variational formulation; thus we get

$$
\int_{E} K^{-1} v \cdot w_{E, i}=-\int_{E} \nabla h \cdot w_{E, i} .
$$

The first term can be rewritten

$$
\int_{E} K^{-1} v \cdot w_{E, i}=\sum_{j} B_{i, j}^{(E)} v_{E, j} \text { with } B_{i, j}^{(E)}=\int_{E} K^{-1} w_{E, j} \cdot w_{E, i}
$$

Using the Green formula and the properties of the basis functions, the second term is rewritten:

$$
-\int_{E} \nabla h \cdot w_{E, i}=\int_{E} h \nabla \cdot w_{E, i}-\int_{\partial E} h w_{E, i} \cdot n_{\partial E}=h_{E}-\Phi_{I} .
$$

Finally, we get the local Darcy's law in each element:

$$
\begin{equation*}
v_{E}=C^{(E)}\left(h_{E} u-\Phi_{E}\right), \tag{2.5}
\end{equation*}
$$

where $v_{E}$ is now the vector of the three components $v_{E, j}$, where $C^{(E)}=B^{(E)-1}, \Phi_{E}$ is the vector composed of the hydraulic heads at the three edges, and $u=(1,1,1)^{T}$. The matrices $B^{(E)}$ and $C^{(E)}$ are symmetric positive definite.

The discrete mass conservation equation is also obtained by integrating in each element:

$$
\int_{E} \nabla \cdot v=\int_{E} s, \text { thus } \sum_{i} v_{E, i}=s_{E}
$$

Now, using the local Darcy's law (2.5), we get the global discrete mass conservation equation

$$
\begin{equation*}
D h-R \Phi=s \tag{2.6}
\end{equation*}
$$

where $h$ is the vector of the unknowns $h_{E}$ and $\Phi$ is the vector of the unknowns $\Phi_{I}$; the right-hand side $s$ contains the source terms and the Dirichlet boundary conditions; the matrix $D$ is diagonal and defined by $D_{E}=\sum_{i, j} C_{i, j}^{(E)}$; the matrix $R$ is given by

$$
\begin{aligned}
& R_{E, I}=0 \text { if } I \notin E \\
& R_{E, I}=\sum_{j} C_{i, j}^{(E)} \text { if } I \in E
\end{aligned}
$$

The discrete mass conservation is also written through each edge; the flux condition gives

$$
\sum_{E \in T_{I}} v_{E, i}=0, I \in \Omega_{f} ; v_{E, i}=0, I \in \Gamma_{f} ; v_{E, i}=q_{N}, I \in \Gamma_{N}
$$

We deal now with intersection conditions (2.4). Since continuity of head is trivial here (the unknown $\Phi_{I}$ is unique on each conforming edge), only flux intersection conditions need to be written. Indeed, thanks to the conforming mesh, the mass conservation condition through an edge of a fracture is easily generalized through any edge of an intersection, and continuity of flux is written

$$
\sum_{E \in T_{I}} v_{E, i}=0, I \in S_{k}
$$

Using flux condition on any edge of a fracture or an intersection and using local Darcy's law (2.5), we get the global discrete Darcy's law:

$$
\begin{equation*}
-R^{T} h+M \Phi=q \tag{2.7}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
M_{I, J}=0 \text { if no element contains } I \text { and } J \\
M_{I, J}=C_{i, j}^{(E)}, I \neq J, I \in E, J \in E \\
M_{I, I}=\sum_{E \in T_{I}} C_{i, i}^{(E)} \\
q_{I}=q_{N} \text { if } I \in \Gamma_{N} \\
q_{I}=0 \text { otherwise }
\end{array}\right.
$$

By eliminating $h$, using the diagonal matrix $D$ in (2.6), we get the linear system

$$
\begin{equation*}
A \Phi=b \tag{2.8}
\end{equation*}
$$

where the Schur complement matrix $A$ and the right-hand side $b$ are given by

$$
\left\{\begin{array}{l}
A=M-R^{T} D^{-1} R \\
b=q+R^{T} D^{-1} s
\end{array}\right.
$$

The head is then computed by $h=D^{-1}(R \Phi+s)$ and the velocity by (2.5).
The matrix $A$ and right-hand side $b$ are detailed below:

$$
\left\{\begin{array}{l}
A_{I, J}=M_{I, J}-R_{I, E} D_{E}^{-1} R_{J, E}, I \neq J, I \in \partial E, J \in \partial E \\
A_{I, I}=M_{I, I}-\sum_{E \in T_{I}} R_{I, E} D_{E}^{-1} R_{I, E} \\
b_{I}=q_{I}+\sum_{E \in T_{I}} R_{I, E} D_{E}^{-1} s_{E}
\end{array}\right.
$$

The linear system can be assembled from local matrices and vectors computed in each fracture. Let

$$
\left\{\begin{array}{l}
A_{I, J}^{(f)}=A_{I, J}, I, J \in \Omega_{f} \\
A_{I, I}^{(f)}=\sum_{E \in T_{I} \cap \Omega_{f}}\left(C_{i, i}^{(E)}-R_{I, E} D_{E}^{-1} R_{I, E}\right), I \in \Omega_{f} \\
b_{I}^{(f)}=q_{I}+\sum_{E \in T_{I} \cap \Omega_{f}} R_{I, E} D_{E}^{-1} s_{E}
\end{array}\right.
$$

then $A=\sum_{f} A^{(f)}$ and $b=\sum_{f} b^{(f)}$. Therefore, it is possible to compute matrices locally in each fracture and to combine them in a global structure.

The matrix $A$ is symmetric positive definite and is sparse. Sparse solvers, either direct or iterative, can be used to compute the solution. The size of the linear system is the number of edges in the network mesh and is roughly 1.5 times the number of triangles (about three edges for two triangles in 2D domains).
3. Mesh generation. In order to generate the mesh of the 3D DFN described above, we design and implement a new and original algorithm. To our knowledge, there is no existing software nor existing algorithm that would generate the mesh, which is neither 3 D nor 2 D nor a surface but a set of 2 D meshes with a unique definition of their intersections. Because there is no specific direction of the flux, we aim at
generating a mesh with a good aspect ratio, where all triangles are close to equilateral. Also, because we want to limit computational costs, we aim at reducing the number of elements in the mesh. Our algorithm is based on a two-level discretization. At the network level, each boundary and each intersection are discretized. Then the discrete boundaries and intersections of each fracture $\Omega_{f}$ are used to mesh the 2 D domain. Therefore, we have to define a discrete projection from the 3D network onto each 2 D fracture plane.

A natural approach would be to define each segment by a succession of discrete points and to project these points. However, this approach has several drawbacks. In some cases, it is not possible to generate a mesh; if the mesh can be generated, it has a tiny mesh size and many triangles, so that the linear system is huge; finally, it has very small angles, so that the aspect ratio is bad. For all these reasons, we define a new original approach to generate the mesh of DFNs. This approach is used in [2] and is described in [26].

The main idea is to define a 3D discretization of the boundaries and intersections. We introduce a 3 D grid, with a given grid size $\Delta x$ and with voxels as elementary units. The grid size is given relatively to $l_{\min }$, i.e., $\Delta x=\frac{\text { absolute grid size }}{l_{\text {min }}}$. At the network level, boundaries and intersections are discretized by a set of voxels, instead of a set of points. Thus, at the network level, boundaries and intersections are now defined by 3 D objects, which are projected onto fracture planes as before. The projected intersections and boundaries are now staircase lines with segments of length about $\Delta x$, so that small angles and small length size have disappeared. In each fracture, we can use any software to generate a 2D mesh, with $\Delta x$ as initial mesh size. The resulting mesh has a good aspect ratio and a limited number of elements.

In contrast to [29], we keep a geometrical correspondence between the intersections. Let us consider an intersection between two fractures. The projections in each fracture are different, but the edges have the same 3D antecedent. Each edge in the intersection is thus uniquely defined, and can be identified in each fracture. Continuity conditions at the intersections can still be defined for each edge: same pressure for the corresponding edge in each fracture and continuity of flux through the edge. The mixed hybrid method remains somehow conforming, and we still get local and global mass conservation.

The projected fractures are no longer convex because of the discretization in voxels. An example of DFN is meshed using our new method, and the result can be seen in Figure 3.1. In this example, the 2D projected fracture (Figure 3.1(a)) is connected and the boundary is well identified, with intersections inside the boundary. Each boundary or intersection edge is connected to one or two other edges, and each boundary point is connected to one or two edges. The mesh can be generated and is of good quality (Figure 3.1(b)).

But in some cases, this property is no longer true, as can be seen in Figure 3.2. Indeed, it may happen that two points of the 3 D boundary are discretized by the same voxel. In this case, the projected fracture may have several connected components or the boundary of the open set is no longer the set of boundary edges. Thus some points are connected to three edges and some edges are connected to three other edges. Some abnormal configurations are illustrated in Figure 3.2(a).

It is necessary to ensure some topological properties, each boundary or intersection edge must have only one or two neighbors and each boundary or intersection node must have only two adjacent edges. Otherwise, mesh generation can fail or elementary matrices can be singular, leading to a global singular matrix. Since these abnormal configurations may happen quite often in random 3D DFNs, it is mandatory to apply


Fig. 3.1. Projecting and meshing: example of a fracture; intersections are in light grey; the mesh has a good aspect ratio.

(a)
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(c)

Fig. 3.2. Local corrections before meshing: example of a fracture. (a) points connected to 3 or 4 edges; (b) local corrections; (c) after correction, each point is connected to 2 edges.
a geometrical correction. In [26], this difficulty is not described, so networks used in the tests are specific and Monte-Carlo simulations are not feasible.

In order to respect these topological properties, we apply local corrections, which modify slightly the surface of the fracture. These local corrections aim at defining correct boundary and intersections. After the corrections, each edge is connected to one or two other edges and each node is connected to one or two edges. Examples of corrections are illustrated in Figure 3.2(b). After correction, the modified fracture has one connected component and the boundary is well defined, as illustrated in Figure 3.2(c). Thus we can guarantee that mesh generation will not fail, that aspect ratio is good, and that each elementary matrix is not singular, so that the global matrix is not singular.
4. Software. We have developed a complete software, written in $\mathrm{C}++$, to generate random networks of fractures and to simulate flow in these networks. The software MP_FRAC is integrated in the scientific platform H2OLAB $[15]^{1}$, which provides a user interface, a database for result compilation and analysis and visualization tools. The software MP_FRAC follows a modular and object-oriented approach, which provides a great flexibility by allowing an easy change of the algorithms and enhances
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FIG. 4.1. Computational modules and data structures for flow computations in discrete fracture networks.
the maintenance. The code is organized in three modules, as depicted in Figure 4.1: network generation, mesh and problem generation, and flow computation.

The first module includes the random generation of the network, the definition of the geometry, the discretization of the intersections and boundaries, the global numbering of edges and points, and the projection of intersections and boundaries onto the fracture planes. This module builds the data structure "Network," which contains the geometrical data organized in a hierarchical way: geometrical information is stored at the various levels defining the network and fractures, the intersections and boundaries, the edges, and the points.

The second module makes use of the Network data structure to generate the mesh in each fracture, to number globally the edges, and to define the physical data. It builds the data structure "Mesh," which is also organized hierarchically with the same levels as Network with, in addition, the level defining the triangles. This module builds also the data structure "Pb-data," which contains the boundary conditions, the permeability field, the source term, the various physical data such as the gravitational constant, the density, etc.

Finally, the third module does the computation, by first computing the local matrices in each fracture and computing the global matrix and global right-hand side; then, it solves the sparse linear system, and computes the hydraulic head in each triangle and the velocity on each edge. This module uses previous data structures and builds the data structure "System," which contains the local matrices and righthand sides, the global matrix and right-hand sides, the solution (hydraulic head on each edge), the hydraulic head in each triangle, and the velocity on each edge of each triangle. Then we check the result by a mass conservation verification.

The mesh generation is done by using a procedure extracted from the software FreeFem $++[18]$ and interfaced with a mixed finite element method. The local matrices and the velocity are computed by using adapted and rewritten procedures of the software Traces [19]. The sparse linear solver is a submodule which can be easily interfaced with free libraries. Currently, we have interfaced the direct solvers Umfpack [9] and Pspases [17], and the libraries Hypre [16] and Petsc [1].
5. Experimental results. In order to illustrate the efficiency and robustness of our method, we generate a large number of test cases. We check the convergence order of the method by reducing the mesh size. Finally, we do a complexity analysis.

Table 5.1
Test generation: 180 networks, 1620 systems.

| Parameter | Value |
| :--- | :--- |
| $d$ | 2,3 |
| $L / l_{\min }$ | from 1 to 3 |
| $e$ | uniform |
| $a$ | $2.5,3.5,4.5$ |
| $N_{\text {ech }}$ | 10 |
| $\Delta x$ | from 0.01 to 0.09 |

5.1. Test generation. General networks have various parameters. We test our method on a set of parameters which covers a large set of DFNs, leading to a set of 18 network types. In all the tests, the permeability is chosen homogeneous and is equal to 1 everywhere. Since we use a Monte-Carlo method, for each set of parameters, we generate $N_{e c h}$ random samples, where $N_{e c h}=10$ is sufficient to validate the method. For each of the 180 networks, we vary the mesh step with 9 values, so that we get 1620 systems of meshed networks. Values are given in Table 5.1. We use the sparse direct solver Umfpack to compute the flow.

Since the solution for nonconnected networks is trivial $(v=0)$, we do not consider them. We test the connection after discretization. In fact, discretization may disconnect networks when intersections critical to connectivity (bottlenecks) are smaller than the discretization scale. Among the networks, we reject 254 nonconnected networks. Our method succeeds in generating the mesh and solving the linear system for all connected networks.

For most of the discretized networks, the post-projection corrections are essential. Indeed, if we remove the corrections, the method fails to generate a mesh or to solve the linear system. For the tests considered, the method without correction succeeds in only 222 cases. We have checked that the same problems occur when all fractures are disks, by taking a constant distribution of shapes. Again, the method without corrections succeeds in less than 300 cases, whereas our method succeeds in all cases. Therefore, it is not possible to run Monte-Carlo simulations without local corrections.
5.2. Validation, convergence, and order. For some particular cases, like a few orthogonal fractures, we check that the computed solution is as predicted by theory or analytical solution. For all cases, once we have solved flow equations, we check systematically that the computed fluxes satisfy global mass balance and local mass balance through each edge of the mesh. These verifications are a first step in validating the method.

Then, we analyze the convergence of the numerical solution when we reduce the mesh step. With a classical 2 D or 3 D domain, MHFE methods are of order 1 ; a priori error estimation can be derived in $L^{2}$ norm for the velocity [14]; when the domain is bounded, error estimation can also be written in $L^{1}$ norm. Here, we assume that the method applied to DFN with interface conditions is still of order 1 and that an error estimation can be written for the velocity at the intersections. Because we modify the geometry by projecting voxels and by local adjustments, there is no guarantee of convergence. Thus we check experimentally the behavior of numerical solutions. For each generated DFN, we realize a series of computations, each one with a different mesh step, ranging from 0.01 to 0.09 . Since we do not know the exact solution, we use the simulation with the smallest mesh step as a reference to check the convergence. We use a physical criteria to check convergence, defined as the flow


Fig. 5.1. Convergence analysis: relative error on flux at intersections for a given mesh step; reference value is taken from the finest mesh. Mean values computed from all other meshed networks.
crossing the intersections normalized by the cumulated intersections length. Let us define $L=\sum_{k=1}^{N I} l_{k}$, where $l_{k}$ is the length of intersection $S_{k}$. Let us define, for a velocity $v$,

$$
\Phi(v)=\sum_{k=1}^{N I} \int_{S_{k}}|v| d l
$$

We compute the scalar $c$ defined by

$$
c=\frac{\left|\Phi\left(v_{\Delta x}\right)-\Phi\left(v_{r e f}\right)\right|}{L}
$$

where $v_{r e f}$ is the velocity for the reference mesh. This criteria can be computed easily since

$$
\Phi\left(v_{\Delta x}\right)=\sum_{I=1}^{N_{\Delta x}}\left|v_{E, i}\right| l_{I}
$$

where $l_{I}$ is the length of edge $I$ and $N_{\Delta x}$ is the total number of edges at intersections.
Using all the 1366 simulations, we calculate the mean of $c$ for each mesh step. Figure 5.1 shows these means, where one point corresponds to about 150 networks with various parameters. We observe that $c$ has a linear convergence, as can be expected if the method is of order 1.
5.3. Sparsity and size complexity. The objective here is to analyze how the size of the linear system scales with the various parameters. In a first step, we measure the sparsity of the matrix. The number of nonzero elements on a line is the number of neighbors of the associated edge plus one for the diagonal element. In the 2D case, with a triangular mesh, each interior edge has four neighbors and border intersections have only two neighbors, leading to a number of nonzeros $N N Z$ roughly equal to $5 N$, where $N$ is the size of the matrix. In 3D DFNs, each fracture is 2 D , but a special case occurs for intersections between fractures, since the edges on an intersection between two fractures have eight neighbors. Thus $N N Z$ could be larger than $5 N$ for some networks. In Figure $5.2(\mathrm{a})$, we plot $N N Z$ versus $N$ for all the systems. Clearly, we


Fig. 5.2. Linear system complexity in size.
observe a factor $N N Z=4.99 N$, showing that the contribution of the intersections is smaller than the contribution of borders. Thus we get a sparsity complexity similar to the 2D case, although we deal with 3D DFNs.

In a second step, we analyze how the matrix size $N$ scales with the mesh step $\Delta x$. In a classical 2D mesh, $N$ behaves like $\Delta x^{-2}$, whereas $N$ behaves like $\Delta x^{-3}$ in 3 D regular grids. For each mesh step $\Delta x$, ranging from 0.01 to 0.09 , we compute the average size $N_{a v}$ of all generated networks. In Figure 5.2(b), we plot $N_{a v}$ versus $\Delta x$ and find a power relation with an exponent -2 , showing that $N$ behaves like $\Delta x^{-2}$, still like the 2D case.

Therefore, the size and sparsity of the discrete system arising from flow computations in 3D discrete fracture networks have a behavior similar to a system arising from a 2D domain.
5.4. Time complexity. Now we analyze the complexity of the computation, by measuring the CPU time and taking the system size $N$ as the main parameter of the


Fig. 5.3. Time complexity: $C P U$ time versus system size for all generated networks.
system. We measure the CPU time during two phases: the first phase concerns all the preparation before solving the linear system with a sparse direct solver, which is the second phase. We recall that we use a multifrontal solver, implemented in the library Umfpack. In Figure 5.3(a), we draw the CPU time versus the size for these two phases. Since we use a direct solver, the time for solving the system is not linear, but follows roughly a power law. We observe different tendencies, all of them with an exponent larger than 1.5 , which is the exponent for flow computations in 2 D regular grids [3]. Although the preparation phase includes more computations than a classical 2D MFE method, we can verify that the CPU time during this phase is linear in $N$ and much smaller than the CPU time during the second phase. The details of the preparation phase are drawn on Figure 5.3(b), where we have split the time into three steps. The first step deals with 3D discretization, projection, and adjustments; the second step generates the mesh; the third step computes the matrix and right-handside. The first step, which is specific to our method, is the cheapest one, whereas computing the matrix is the most expensive.
6. Conclusion. In this paper, we consider 3D DFNs as a stochastic approach for modeling flow in natural fractured rocks. Flow simulations aim at characterizing flow patterns in such networks. This is achieved by applying an MHFE method on a flow model where continuity of mass and flux are imposed at the intersections between the fractures. The main difficulty is to generate a mesh, which must be 2D in each fracture and must be conforming at the intersections in order to apply the numerical method. We present a two-fold method, where the network is first discretized by voxels and the projected fractures are discretized by a classical mesh generator. We show that this method yields a mesh with a good aspect ratio, but requires adjustments in order to remove abnormal configurations after projection. Thanks to our method, it is possible to generate a mesh for a wide range of random DFN; we can vary the power-law exponent, the number of fractures, their orientation, and their shape. For all the networks tested, the mesh is of good quality, in the sense of a good aspect ratio, and a fairly large mesh size can be used. Therefore, it is possible to use uncertainty quantification methods such as Monte-Carlo simulations to study flow in fracture networks.

Although we deal with 3D structures, we show that the size complexity is similar to 2 D computational domains. For any network, the size $N$ of the linear system is the main parameter relevant to analyze CPU time; we find out that the CPU time of the preparation phase is linear with $N$ and that most of the time is spent in solving the sparse linear system, with a complexity larger than $O\left(N^{1.5}\right)$. We plan now to further analyze this behavior in order to reduce CPU time and to tackle even larger systems. We will run simulations with iterative solvers and will develop a parallel version. Another track of research is to relax the conforming constraint by applying a mortar methodology.
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