Let D, =(x, flx,)....\x,. f(x,)); be aset of collected training
data

Let the covariance matrix Q(D,.%) be given by

k(x.x. %) k(x.x,.%) k(x.x,.%)
o(9) = : o : + o’ Id,
k(x,.x. 1) --- k(x,.x,.1)

where [d is the identity matrix, and o is eventual noise of
observation contained inf(x)

Find the ¥ which maximizes the likelihood (optimization)

oglp(D0)]= (1 - F] 070 (¥ - F)- 1ogl0(®)] - 2 10g(27)



