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Abstract ing an object. Realistic behaviours of autonomous actors
evolving in complex and structured environments can be
Behavioural models offer the ability to simulate awsbtained if and only if the relationship between the actor
tonomous agents like organisms and living beings. Psyd its surrounding environment can be simulated. Infor-
chological studies have shown that the human behaviewgtion that must be extracted or interpreted from the envi-
can be described by a perception-decision-action looprgtmment depends on the abstraction level of the reasoning
which the decisional process should integrate several pperformed by autonomous actors.
gramming paradigms such as real-time, concurrency and he issue addressed in our work concerns the specifica-
hierarchy. Building such systems for interactive simiion of a general formalism for behaviour modelling based
lation requires the design of a reactive system handligg psychological studies and compatible with real-time
dataflows with the environment, and involving task coonstraints. In the next section, a complete programming
trol and preemption. Since a complete mental modghvironment dedicated to behavioural animations is pre-
based on vision and image processing cannot be cgénted. Then, sectidd 3 is devoted to the presentation of

structed in real time using purely geometrical informatiogn example: a virtual museum. Finally, we present work
higher levels of information are needed in a model of the progress and conclude.

virtual environment. For example, the autonomous actors

of a virtual world would exploit the knowledge of the en-

vironment tc_)polqu to navigate through it. Accordinglyz A programming environment for

we present in this paper our programming framework for - : )

real-time behavioural animation which is composed of a behavioural animation

general animation and simulation platform, a framework

for motion control, a behavioural modelling language,2.1 Introduction

perception control module and a scenario authoring tool.

Those tools have been used for different applications sudhg first development to put together research works per-
as pedestrian and car driver interaction in urban envirdgtmed in the team started in 1994. The first architecture

ments, or a virtual museum populated by a group of vi§if @ general animation and simulation platform (GASP)
tors. can be found in[[13]. Then, we started to build both the

kernel of this platform and a set of tools dedicated to the
modelling of different aspects of an autonomous entity:
1 Introduction geometry, dynamics, motion control, behaviour, artificial
vision (see figuréll). The mechanical aspect is modelled
Behavioural animation consists of a high level closed cowith DREAM, our rigid and deformable bodies modelling
trol loop [31,[7,5[45], which offers the ability to simu-system which generates numerical C++ simulation code
late autonomous entities like organisms and living beingel GASP [9]. For human motion, a bio-mechanical ap-
Such actors are able to perceive their environment, to tgkeach has been preferred [40]. HPTS concerns the mod-
decision, to communicate with each othéris [4] and to ex@lling of the behavioural part of an actor [39] and is also
cute some actions, such as walking in the street or gragped as an intermediate level for scenario authoting [14].
IRISAFrance-Telecom R&D VUEMS is the acronym for V_|rtuz_a1l Qrban E_nwronm_en_t
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high degree of complexity, as it requires interactions dne container of all the different models used for the simu-
the same thoroughfare between not only cars, trucks, tation of the evolution of the environment. More formally,
clists and pedestrians, but also public transportation sgssimulated object can be seen as a container of a com-
tems such as trams. In the past years we have integratetition function(E,, S, 0, 0,,+1) = f(E.,I,CP,0,),
all these transportation modes into GASP and applied thibereO is a set of outputsS a set of fired signalsk,.
to different research projecis [25,/35] L5] 34]. a set of received eventg,. a set of emitted eventd, a
set of inputsC'P a set of control parameters afg the
state of the object at simulation step Outputs and con-
— trol parameters are object representing the public state of
Environment g s I o] [owa] [na an object, its position for example. Inputs are connected
(statically or dynamically) to the outputs and control pa-
rameters of other objects in order to establish data flow
L connection between objects. Signals are events sent in
_ ’\/V‘S"""“Z”‘“"" the environment without receivers for asynchronous com-
Adton munication between objects, and are received by any reg-
istered object. Therefore, objects can communicate using
data-flow mechanisms and asynchronous ones at the same
SLUHIG [ HPTS ] [ GFMC ] time, enabling implementation of different models using
the most appropriate communication style for each model.

Figure 1: Architecture of an application including several Object activation (the moment whefis called) can be

autonomous characters.. done by the animation and simulation kernel either on a
regular basis (giving the object a simulation frequency),
only when the object receives events (if the object has no

In the context of national research projects, GASP hgquency), or on a regular basis but also when events are

already been used with success in other research labgeigeived. Therefore, the same framework can be used in a

France. Our objective is now to make it available to theatural way for reactive objects as well as for active (liv-

international community as an open-source version wifiy) objects.

an API in english, including documentation and tutorials. Building an openMask application consists of compos-

This new version of GASP (version 3.0) is currently ifyy simulated objects, by organizing them all in a simula-
beta testing and will be available at the beginning of yeghn, tree (which can be flat) and giving the configuration
2002. As GASP is a product already used by & compagyameters necessary to obtain the required results. The
we have decided to rename it as OpenMASK (Open Mo, ation tree is used to structure relations between ob-
ular Animation and Simulation Kit). The first release 0bt thys creating son-father and brother relations in the
OpenMASK will be available during Imagina’02. In thisgimjation. These relations are for example used to es-
section, we will first present the main characteristics Qly|ish dynamic connections between the components of
the simulation platform and then give an outline of thg i |ated entity whose behavior has been implemented
dedicated tools. using different simulated object (for example, one object
would be responsible for perception, one for decision, and

2.2 OpenMASK: Modular Animation and one for simulation of the (bio)-mechanical results of per-
Simulation Kit formed actions).
Once the application has been built, the last step be-

A behavioural animation is composed of a large set fafre achieving any result is choosing the run-time kernel
dynamic entities evolving and interacting in a complaxsed. Indeed, the conceptual framework presented here is
environment. To be able to model such applications, wi&olid foundation for many different run-time constraints,
need to implement different models: environment modeds it has been designed to enable off-line as well as on-
mechanical models, motion control models, behaviouti@le simulation, and multi-threaded execution. Indeed, the
models, sensor models, geometric models and scenariosmponent responsible for the rendering of a simulation

One of the objectives of openMask (modular animé& a simulated object, which can therefore be included or
tion and simulation kit, and multi-threaded animation arekcluded from the application. At the time of this writing,
simulation kernel) is to provide a common run-time angpenMask has a number of different run-time kernels, for
conception framework for the creation of virtual environrix and linux. These run-time kernels include a real-time
ments. In openMask, the building block of a virtual envkernel (only for Irix), a multi-threaded kernel (for SMP
ronment is the simulated object, which can be viewed amchines), a distributed kernel (using PVM) and a kernel

Scenario | &~
Manager

‘PeroeptionHDecision‘ ‘

C++ code generation




Recovering the missing points is performed by a 3-step
process:

First step: naive interpolation and distance estimations.
This step deals with a first approximation of the miss-
ing points without taking the morphology into ac-
count. In addition, it evaluates how the distances
change depending on time for all couples of neigh-
bours.

ond step:association of uncertainty values and re-
construction ordering.

It consists of preparing the data in order to compute
the missing points. For example, it computes the
reconstruction order that optimizes the interpolation

for PC-clusters running lin{33]. Discussion of the per- quality.

formance and tradeoffs made by each of these kernelsrisIrd step: computation of the missing points
beyond the scope of this article, but it should be noted thar% p- comp ng p ' .
Depending on the number of neighbours and the dis-

the distributed and the usual kernels have been extensively : ) ) :
. . ; tances evaluated in the first step, it recovers the posi-
used for a number of projects, ranging from behavioral . o ;
N o . . tions of the missing points.
animation to distributed virtual reality.

. . Sec
Figure 2. Autonomous characters visiting a museum ang
cooperative interaction in a virtual environment.

The next step is available when thaimation struc-
2.3 A Global Framework for Motion Con- ture is loaded. The final morphology is known at this
trol step and one can adapt the motion to the synthetic fig-
ure. The user can specify constraints (like which markers
We propose a global framework to simplify the use of m¢ositions to maintain) at this step to help the adaptation
tion capture for computer animation. We first focus on tiigocess. The resulting motion can be filtered, made cycli-
process dealing with captured trajectories to calculate &l and processed in order to make the main displacement
gular trajectories required to animate a H-ANIM complifollow a given direction. Before saving the motion, the
ant VRML modél. The motion capture files exhibit oc-User can add specific constraints such as foot contact with
clusions, noise and do not have any angular informatidhe ground. The saved trajectories are encoded in order to
Our system[[36] automatically computes the angles fainimize the number of keyframes while tuning a preci-
each degree of freedom without noise and without mig#on threshold that controls the compression quality.
ing data. It also adapts the motion to respect new skeletoonce several motions are encoded, the system allows
morphologies and compress the final motion in order #3e user to replay them together while changing the po-
minimize data space. The motions can be blended aiidon and orientation of the synthetic figure. It also en-
synchronized together in an interactive simulation. sures the synchronization of motions thanks to constraints
Our framework proposes a tool to export fully{such as foot prints). The user can gather and blend sev-
processed and adapted motions from captured trajector@g! actions such as locomotion, vision targeting, object
For this purpose we provide the user with an interface tH@nding, motion replay. .. Each action is linked to an in-
gathers all the needed functions (see figure 3). First it @Ependent module with its own variables. In addition, for
lows him to load a motion capture fileZd files in the €ach node, the user can define priorities that can be tuned
Vicon370 system) and genera] structure The user at during the animation. This priority can be specified for
this level can only see the markers’ positions, body segfich node and is not general to the action. Hence during
ments and3dinternal data. Once aorigin structureis l0ocomotion one can assign a high priority to the knee and
loaded, the user can run the reconstruction process in&fower priority to the hip. In this example, the high prior-
der to recover missing markers positions and avoid marfgrassumes that the knee trajectory is more important to
inversion. This process takes into account the morpholdggserve than the hip one. The actions can be interactively
data of theorigin structurein order to recover the missingstarted and ended by the user. For example, human loco-

points while ensuring the original skeleton links lenghtglotion gives naturally high priority to the legs and low
priority to the remainder of the body. While walking or
10pen-source versions will exclude the PC-cluster version beca

. > Versl \ ' ftfhning the human-like figure can also take objects that

its development is partially funded by a private company: 1WI . L .
2for more information on H-ANIM please Consu|tengen_der hl_gher priorities to the arms. Therefore taking

http://www.h-anim.org/ an object will progressively take control of the arms by



http://www.h-anim.org/

automatically increasing the corresponding action prior-
ity. A special action is always performed even if no action
is specified by the user. This action consists of animat-
ing the human-like figure at rest with a set of predefined s
motions. ‘

At the end of the process, the final posture is computed
with the resulting motions of the active actions synchro-
nized thanks to constraints. In the current version, our sys
tem only deals with feet sequencing constraints: for exam
ple, a single-support phase followed by a double suppor€
phase while walking or a single-support phase followed
by a non-contact phase while running. As each action is
linked to a captured motion the feet sequence is intrinsi-
cally defined in the motion capture file. Once the final
posture is computed, the system send it to the 3d engine
to animate the virtual actor.

Compared to commercial tools such as Maya and Kay-

dara Filmbox, our system is capable of interpolating tra-

jectories while ensuring anatomical constraints. It also dhres needed to support particular capabilities and cer-

ables to adapt the motion to a different skeleton while rl@gnly not to support general intelligence. As direction

specting the position or orientation constraints over so reld |n”spA|Lr§1t|on t_ct’W?r:dts the devel;)pment of s;]uchﬁa_\ t_heory,
particular points. Whereas Molet et al. [37,/ 38] us ewell [42] posits that one way to approach sufficiency

anatomical corrections for magnetic-based motion ca{%—by n;odslllng human iogzﬂ't'totﬂ n comput?ut(_)nal l'?y'
ture we propose a hew method for optic-based syste orbands. He suggests that these computational fayers

that are widely used in entertainment and biomechani(e,g.]ergefr.om t.he natural hierarchy ofinformation process-
This kind of system implies new constraints such as de 9- Lord 13C] introduces several paradl.gms aboutthe way
ing with occlusions. The main contribution of our syste € brain works and controls the remainder of the human

is to gather new methods for motion capture and adap g_dy. He explains that human behaviour is naturally hi-

tion in a unique tool. This tool was conceived for animg_rarchical, that cognitive functions of the brain are run in
tors in order to imprc-Jve motion design efficiency parallel. Moreover cognitive functions are different in na-

It is also designed for biomechanics where motic}Hre' some are purely reactive, while others require more

capture is one of the major measurements. This t&lépe. Executions times and frequencies of the different

has been used by a biomechanics laboratory in Renf& jvities are provided. Newell asserts that these levels

(hitp://www.uhb.fr/labos/LPBENI/) in order to proces re linked by transferring information across hierarchical
very complex motions with a large number of occlusion vels, and that each of them operates without having any

For example, we experimented this tool with trampoli etailed knowledge of the inner workings of processes at

figures (cf figurd4) that are performed in wide enviror‘?—ther levels. All that is required is a transfer function to

ments, with complex postures where parts of the body Ifi%nsform the information produced by one level into a

totally hidden and that exhibit very high accelerations ( rtrr? tha’E[_cantr:J et usedbbl)_/ anot'Fh_tta_r. PartlcuI?rIy :Imrz)ortagt
to 5 times the acceleration of gravity). The results are veryN€ notion that symbolic activiies occur, locally base
 problem spaces constructed on a moment-to-moment

promising and enable the use of optical-based motion cap-":

ture for such complex motions. Without this tool it woul a5|.s. ) o
not have been possible to analyze these motions. The todpifferentapproaches have been studied for the decision

has also been used successfully in handball throwing, r@'t of behavioural models in animation: sensor-effector
ning, gymnastics, and soccer. or neural networks, behaviour rules, finite automaton ap-

proach. As human behaviour is very complex, none of the
. . . preceding models could be applied. More recently, a sec-
2.4 HPTS' A Model for Behavioural Ani- ond generation of behavioural models has been developed
mation to describe the human behaviour in specific tasks. The
241 Introduction. common charactens_tlcs of these new models are: r(_aactlv—
ity, parallelism and different abstract levels of behaviours.
Information needed to describe the behaviour of an dn-[6], authors describe a multi-agent development envi-
tity, depends on the nature of this entity. No theory existshment named DASEDIS and use it to describe the be-
for determining either the necessary or sufficient struicaviour of a car driver. 1N [43], a tennis game application

Figure 4: A trampoline motion sequence.
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Figure 3: The framework main steps and the corresponding user interface

is shown, including the behaviour of players and refere@s4.2 HPTS

A stack of automata is used to describe the behaviour of i i ] ]
each actor. In the Motivate product proposed by Motidi-cording to Newell, our goal is to build a model which

Factory for the Game Design Market, they have also iyill allow some adaptative and flexible behaviour to any
troduced Hierarchical Finite State Machines, and actioRglity €volving in a complex environment and interacting
associated with the states and transitions can be descrifff Other entities. Interactive execution is also funda-

by using an object-based programming language, nanfagntal. This has lead us to state that paradigms required

Piccolo [26]. As humans are deliberative agents, purdff Programming arealistic behavioural model are: re-

reactive systems are not sufficient to describe their F&UVity (which encompasses sporadic or asynchronous
haviour. It is necessary to integrate both cognitive afyeNts and exceptions), modularity in the behaviour de-
reactive aspects of behaviour. Cognitive models are ratfgfiPtion (which allows parallelism and concurrency of
motivated by the representation of the agent's knowledgdP-Pehaviours), data-flow (for the specification of the
(beliefs and intentions). Intentions enable an agent to régmmunication between different modules), hierarchical

son about its internal state and that of others. The certfg/cturing of the behaviour (which means the possibil-
of such a deliberative agent is its own representation B f Preempting sub-behaviours) and time and frequency

the world which includes a representation of the menf¥tndling for execution of sub-behaviours (This provides

state of itself and of other agents with which he is cuq?e ability to model reaction times in perception activi-

rently interacting[[19]. To do this, Badler et al.] [1] propes). HPTS[16] which stands for Hierarchical Parallel

pose to combine Sense-Control-Action (SCA) loops witif2nsition Systems, is a formalism proposed to specify
planners and PaT-Nets. SCA loops define the reflexit¢ decisional part of an autonomous character. It offers
behaviour and are continuous systems which interconn@&€t ©f Programming paradigms, which permit to address
sensors and effectors through a network of nodes, exa rarchical concurrent behaviours. It consists of a reac-
like in the sensor effector approach described above. P and cognitive model, which can be viewed as a multi-

Nets are essentially finite state automata that can be 3g€Nt system in which agents are organized as a hierarchy

cuted in parallel (for example the control of the four findf State machines. Each agent of the system can be viewed

gers and of the thumb for a grasping task). The planrfst & black-box with an In/Out data-flow, a set of_ cor_1tro|

queries the state of the database through a filtered perdégfameters and an internal state. The synchronization of
tion to decide how to elaborate the plan and to select B agent execution is operated by using state_machmes.
action. More recently they have introduced ParametdR @llow an agent to manage concurrent behaviours, sub-
ized Action Representation (PAR) to give a description §ENtS are organized inside sub-state machines. In the fol-
an action, and these PARs are linked directly to PaT-N&@Ving. agents will be assimilated to their state machine

It allows a user to control Autonomous Characters actiof@d!e. as there is not any constraint imposed on the pro-
by instructions given in natural language[2]. In all thesg@mmer, conceming the body part of the agent. Each

systems, the action is directly associated with each nogit€ machine of the system is either an atomic state ma-

which doesn't allow the management of concurrency. CNiNe, Or a composite state machine. . .
Though the model may be coded directly with an im-




perative programming language like C++, we decided ®@ASP [12] is generated. It is totally encapsulated: all
build a language for the behaviour description. Figutensitions systems are included in their own class directly
presents the syntax of the behavioural programmiimdperiting from an abstract state machine class which pro-
language which fully implements the HPTS formalisnvides pure virtual methods for running the state machines
The behavioural description language is not describedand debugging methods. An interpreter has also been im-
details. For a complete description of the model refgptemented, which is very useful for the behaviour specifi-
to [11], and for the management of resources and prication phase as it allows to modify state-machines during
ity levels, refers to[[28]. Keywords are written in boldthe execution phase with an increase of only ten percent
whereas italic typeface represents a non-terminal rule.oA the execution time.

* stands for &..n repetition while a* stands for al..n

repetition and a statement enclosed jnis optional. 2.4.3 Behaviour Coordination

SMACHINE Id;

{

PARAMS type Id{, type Id* ; /| Parameters
VARIABLES { {type Id;}* } // Variables
OUT Id {, Id}* ; // Outputs

PRIORITY = numeric expression

INITIAL Id; FINAL Id;

STATES // States Declaration

Id {[Id {, 1d}]} { RANDOM } { USE resource lis};

{{ I* state body */}}
)
{TRANSITION Id {PREFERENCE Valug};
{
ORIGIN Id ; EXTREMITY Id;
{DELAY float;} { WEIGHT float;}
read-expr/ write-expr{ TIMEGATE } ;
{{ I* transition body */}}
»r

Reproducing daily behaviours requires to be able to
schedule behaviours depending on resources (body parts)
and priorities (intentions or physiological parameters). A
simple way is to say that behaviours which are using the
same resources are mutually exclusive. This approach is
not sufficient to obtain realism, as in the real life, humans
are able to combine them in a much microscopic way.
All day long, human being combines different behaviours,
like for example reading a newspaper while drinking a
coffee and smoking a cigarette. If all behaviours us-
ing common resources were mutually exclusive, an agent
could not reproduce this example, except if a specific be-
haviour, integrating all possible combinations, is created
for this purpose. This solution becomes rapidly too com-
plex, and has motivated the recent integration of resources

} and priority levels into HPTS [28].

In the contrary of some previous approach, it is not nec-
essary to specify exhaustively all behaviours that are mu-
tually exclusive; this is done implicitely just by attaching

The description of a state machine is done in the faksources to nodes, preference values to transitions and
lowing way: the body of the declaration contains a ligf priority function to each state machine, and by using
of states and a list of transitions between these statesa Acheduling algorithm at run-timg[29]. Each state of
state is defined by its name and its activity with regard &state machine can use a set of resources which can be
data-flows. A state accepts an optional duration parangensidered as semaphores. Thus, resources are used for
ter which stands for the minimum and maximum amouniutual exclusion between behaviours. Entering a node
of time spent in the state. Resources used by a stateiaiglies that resources are marked as taken and exiting it
defined by using the instructidSE resource listA state implies that thoses resources are released. In order to con-
machine can be parameterized; the set of parameters wil the execution of parallel state machines and to offer
be used to characterize a state machine at its creati@m.automatic adaptation between different behaviours, it
Variables are local to a state machine. Only variables th@hecessary to add notions of priorities and preferences.
has been declared as outputs can be viewed by the n&ia degree of preference is a coefficient associated to a
state machine. A priority is attached to each state-machirgnsition and corresponds to the proclivity of the state
and consists in a numeric expression which allow the privachine to use this transition when the associated tran-
ority to evolve during the simulation. A transition is desition is true. This coefficient allows to describe a be-
fined by an origin, an extremity, a transition expressiohaviour with different ways of realization; possible adap-
two optional parameters and a transition body. The traation depending on resources availability or need can be
sition expression consists of two partsead-expwhich described. A priority function is associated to each state
includes the conditions to be fulfilled in order to fire thenachine. This function returns a value representing the
transition, and avrite-exprwhich is a list of the generatedimportance of a behaviour in a given context. This func-
events and basic activity primitives on the state machin@n can be used to control a behaviour during the running
A preference value is defined for each transition. phase. As it is user defined, it can be correlated with the

Afterwards, C++ code for our simulation platformnternal state of the character (psychological parameters,

Figure 5: Syntax of the language.



intentions) or with external stimuli. By combining thos.5 Perception Control

two notions, it is possible to create a scheduling methrPd i b hieved th h a direct i
which globally favours the realization of most importa erception can be achieve rough a direct access 1o

behaviours while automatically adapting the execution e \;\f/grld dtf;l]ta-bas € ortha t;ub;gt of th:;s ziatzg;bg?’ (
running ones. The scheduling system allows to descrige’ 9]) or through synthetic visiore(g. [8 [22,[4BLZY]).

independently all behaviours with their different possibili= nce data related to _the enwronmen_t are collected_, the
d&usmn module provides the actor with a set of actions

ties of adaptation. During running phase, the adaptation b ted. Th ati fh i be h
all other running behaviours is automatic. Moreover, cohj- € executed. The animation ot the avatar may be han-

. . | nsidering vari hni from full kinemati
sistency is ensured because the scheduler can only ex Sit €0 sidering various techniques from fu ematic

consistent propositions of transition for each behavio"fﬁpproaChes to moﬂgn warping and other. These three
depending on the others. modules have to be integrated in a more complex system

. . that provides a task to be achieved by the actor.
In the example of figlJ6, the behaviour uses the follow- We consider the case where the task given as input to

ing set of resources: Hi (left hand), Hr (right hand), “_H]e autonomous actor is specified as a visual task. Though

(reserve left hand), rHr (reserve right hand), M (mou“a/erytask cannot be specified this way, most of interesting

and E (eyes). Resources rHI/rHr are used to handle {8k for a humanoid can be taken into account: gazing at

leasing of resources HI/Hr. The scheduler can only act R object, following moving objects or trajectory, track-

the next transition of a state machlng_. Hands are resouri%%s’, etc. We have proposed a complete framework that
that often need more than one transition to be freed, for 0y

stance. putting down an obiect to free the hand resour lows to directly control the humanoid kinematic chain
» putling dow ) urg nsidering only visual informations, bringing a close link

Then a state which only use resource Hr/HI correspo Sween the perception and action st€ps[8]. The deci-

to a behaviour of freeing a hand resource. Note that onge. step is then in charge of giving visual tasks to be

behaviours are described through state machines, theyaacrl%eved. This approach is based on the visual servoing

controlled through their priority. This property allow tq‘r?lmework. This method has been first introduced in the

handle every type of executive behaviour without need Dbotics field [23, 1]7] and considered more recently in the

information abogt . mte_rnal structure in term of reéomputer animation context [21,/32]. Along with realiza-
sources or possible adaptations.

tion of the specified task, this approach allows the intro-
duction of constraints in, for example, the joint trajectory.

It is then possible to simply handle the joint limits prob-

lem that is fundamental in the humanoid animation prob-
lem.

Figure 8: An example of articular chain involved in the
perception process.

We choosed to link the visual information with the ar-
ticular joints of the humanoid by using a method similar
to inverse kinematic. The position/orientation of the eyes
are given by the visual task, and is linked with the artic-
ular joints by the inverse of the Jacobian of the chain (cf
) ] o figure[8). Hence, the eyes constitute a “special’ node of
Figure 7: Behavioural Coordination Example.  he inverse kinematic process. One of the main advan-
tage of such a technique is to allow a closed loop control,




endOfMovement, 1
endOfMovement, -1

PutObject
{H. E}

endOfMovement, 1
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endOfMovement, —

Figure 6: Moving object behaviour.

endOfMovement,

true, -1 true, —
true, 1
endOfMovement, 1

endOfMovement, -1

endOfMovement, 0.5

which means that a new command is computed at eagk[9(a)). In the images rendered from the humanoid’s
frame wrt. a visual constraint, allowing reactivity of thg@oint of view, we drawed the four desired positions of the
humanoid to modifications of the environment. points (in red). At the end of the animation, they match
the four corners of the painting. Thus, the specification
for this task has been done in two steps: specify the four
corners of the painting, and place their desired positions
in the image. From a behavioral point of view, we can
assume that the desired position of the four corners may
be an information contained in the paintirige(, looking

the painting would mean get the positions of the four cor-
ners). This approach has also been used with success to
control a camera including constraints given by the cine-
matographic language[B2].

2.6 Informed Environments

Using 3D modelling systems allow the generation of real-
istic geometrical models in which walk through is possi-
ble in real time. As this modelling operation is still a long,
complex and costly task, a lot of work has been done to
partially automate the rebuilding process. All these tech-
niques are very useful for the visual realism of virtual ur-
ban environments but they are not sufficient due to the
(b) lack of life of these digital mock-ups. Walking through
) ) ] _ these virtual city models do not provide a real life feeling
Figure 9: Servoing on four points: (a) extern view of thgs they are uninhabited. In order to populate these virtual
humanoid (b) image “perceived” environments, it is necessary to specify the behaviour of
autonomous characters with the ability to perceive their
In the following example, we consider a focusing taskurrounding space and act on it. An autonomous actor
hard to handle with basic animation techniques. The ge#dhose main action is obstacle avoidance in an unstruc-
of the visual task is to see a painting centered in the imagered environment does not need other knowledge than the
The specification of the task is done as following: fougeometrical one. In order to simulate more sophisticated
points matching with the corners of the painting are chbehaviours, other kind of information must be manipu-
sen. We choose their desired locations such as the paintatgd. The simplest behaviour, for a pedestrian walking
appears centered in the image. The interaction matrixnsa street, consists in minimizing possible interactions,
then defined as the stacking of the four Jacobians relativieich mean avoiding static and dynamic obstacles. But,
to each of the four points. It is&x 6 matrix of rank six, even in this simple walking activity, one needs to know
which creates a rigid link between the humanoid’s eyt nature of objects he will interact with. For example, a
and the painting. The resulting animation is presentedgablic phone is considered as an obstacle to avoid for most
figure[9 (the painting is not in the field of view of fig-people, but some of them will be interested by its func-



tionality and will use it. For the crossing of a street, ortéon area. Thanks to this knowledge, autonomous virtual
activity consists in reading the signals, which mean thatittors can behave like pedestrians or car drivers in a com-
is necessary to associate semantic information to geonméx city environment. A city modeller, named VUEMS
ric objects in the scene, and to update it during the sifirtual Urban Environment Modelling System), has been
ulation. N. Farenc[18] has suggested using an informeesigned, using this model of urban environment, and en-
environment, dedicated to urban life simulation, which &bles complex urban environments for behavioural anima-
based on a hierarchical breakdown of an urban scene itibm, and their 3D geometric representation, to be auto-
environmental entities providing geometrical informatiomatically produced. The scene produced by VUEMS is
as well as semantic notions. S. Raupp Musse [41] Haaded and is then available for use by all autonomous en-
used this informed environment to animate human crowtitges. First, sensors can determine visible objects in their
by using a hierarchical control: a virtual human agent beavironment and then the behavioural module can have
longs to a group that belongs to a crowd, and an agewetess to the information on these visible objects. The be-
applies the general behaviours defined at the group levelvioural model of pedestrians, that has been developped,
The knowledge on the virtual environment used by tliecludes social and driving rules of interaction (minimize
crowd is composed of a set of obstacles (bounding btive interaction and choose in priority the left side to over-
information of each obstacle to be avoided), a list of inteiake), as explained in[47].

est points (locations that the crowd should pass through

and their associated regions) and a list of action points

(regions where agents can perform actions). 2.7 Scenario Authoring

In the realm of behavioural psychology, there have beiﬂ . t of a behavi | simulat
a few studies on visual perception, mainly based on Gi ne scenario component of a behavioural simulation car-

son’s theory of affordances [20]. The theory of affoli€s out the responsibility for orchestrating the activities
dances is based on what an ébject of the environmiantOf semi-autonomous agents that populate the virtual en-

fordsto an animal. Gibson claims that the direct perce lronment. Ir! common prach_cg, these agen_ts are pro-
ammed as independent entities that perceive the sur-

tion of these affordances is possible. Affordances are re-

lations between space, time and action, which work frq,undlng environment and under normal circumstances

the organism. What the world is to the organism d ehave as autonomous agents. However, in most exper-

pends on what the organism is doing and might do ne&pents and training rung[PS], we want to create a pre

For computer scientists, Gibson theory is attractive b ICtable experience. This is accomplished through direc-

cause it assigns to each object some behavioural se 1 of objects behaviours. To facilitate coordination of
tic, ie. what the human being is likely to do with aactivities, objects have to be built with interfaces through
given object. By associating symbolical information t hich they can receive instructions to modify their be-

objects, Widyanto experienced the Gibson'’s theory of " aviours. The scenario manager cqntrols.the e_volutlon of
fordances'[[50], while M. Kallmanmh[24] introduces sma € simulation by strategically placing objects in the en-

objects, in which all interesting features of objects are dwronment and guiding the behaviours of objects to cre-

Ate desired situations. We h ified io |
fined during the modelling phase. ate desired situations. We have specified a scenario lan-
In accordance with Gibson’s ecological theory, co

uage [[14] 100], which permits to describe scenarios in
ponents of the virtual urban environment should be i

L hierarchical manner and to schedule them at the sim-
formed. To produce more realistic behaviours, we ha\U/Iation time. This Ianguag(_e has fts own syntax and is
specifiéd a city modedffordanto autonomous act’ors[46] cgmppsed of a s_et of specmc mst_ructhns. The language
In the field of psycho-sociology, M. Reliel [44] has dég_ontalns classp |nstrut_:t|ons Sl.JCh’a$W’tCh’ repe_at un-

P - til, random choice, waiand which are executed inside a

fined the notion of positive and negative affordances forti%estep. It contains also more specific instructiomgit-
pedestrian. A positive affordance specifies the fact tq%; eachtime, aslongas, evtiiat will spend more than
the extrapolated trajectory of the corresponding ped%%-é timestep, to be finiéhed and that can run in parallel
trian is not supposed to intersect the planned trajed%f%fring the execution of the scenario they belong to. All
of the other one, while a negative affordance points '

that thev mav collide. M. Relieu savs also that a mob?fléose instructions can be composed in a hierarchical man-
+ they may - M. Relled Say . ner. To manage actors, the language offers also specific
entity uses the urban discriminatiBirto focus his atten-

i : . . . . .. Instructions to specify the interface of an actor, to reserve
tion, to select pertinent information for his actions msd pecify

. . - nd free actors. By using priorities, a scenario can take an
the current region, while he maintains a secondary task y gp

observe what is happening in regions close to its circulaaOr from another one, which will be informed by a mes-
PP 9 9 é"‘age. Concerning messages, each scenario can subscribe

3A street is composed of connected lanes devoted to distinct mogfﬂemessages that a're Of_mtereSt for 'tsellf' )
entities such as cars and pedestrians As the language is built upon C++, it is always possible




to include C++ code everywhere inside scenarios by us
ing four specific instructionsnclude, declaration, imple-
mentatioranddestructor A scenario can be decomposed
into sub-scenarios and each scenario is corresponding
a set of tasks or actions, ordered on a global temporal ré
erential. Tasks in a scenario can modify characteristics
of actors, create them or ask an actor to perform a spe- Figure 11: The Map of the Museum.
cific action. Internal representation is based on the use of
Allen’s logic and of rewriting rules to produce Hierarchi- - . e

" . . Thanks to an initial scenario, a set of specific characters
cal Parallel Transition Systems (cf figlirg 10). A scenarjo delled:
can start at a predefined time given by the author but iy Peen modetied:
also be started when a situation occurs (conditional sce,
nario). Some of those scheduling informations are stored
in a dynamic execution graph. A scheduler uses it to starly 3 thief who want to steal paintings and sculptures,
or terminate scenarios. To detect situations, triggers and
sensing functions are managed by the simulation observas a photographerwho damages the colors of a painting
tion. when he takes a picture of it,

Sluhrg code ## Sluhrg Compiler

HPTS code

an attendant,

e a mother and her child who have conflicting desires,

a guide who present the exhibition to a group of vis-

itors;
gecomp
Scenario module = Classes e a woman who is in charge of restoring damaged
for for C++ C++ for paintings.
GASP Sluhrg Sluhrg gecomp HPTS

3 The purpose of this application is to propose the real
Already || Already || i compiler Aready | yisitor to observe the life evolving in a virtual world and
compiled compiled compiled

to see how the modification of behavioural parameters of
Lio. GAsP| | Lib. stuhrg | | Lib. / scenario : one or more autonomous characters can affect this virtual
lif}. For example, the mother may have to choose be-

tween following the explanation given by the guide and

Figure 10: The global architecture of SLURGH.  |ooking at her child. If the child obey to her mother, there

is no problem for the mother to follow the visit. In the

contrary, her behaviour will depend on her interest for the

visit and on the look she wants to have on the activity

3 Application to a Virtual Museum of her child. Concerning the attendant, it is possible to
choose the level of interest (no interest, weak, medium,

Igigh, very high) that he will have to survey the thief, the

The virtual Museum is an application which has been d y : .
veloped for a museum in Paris (Cité des Sciences etgjg)tographer and the child. It is also possible to choose

I'Industrie), and has been inaugurated in June 2001 tssspeed an_d_ its weariness. Beh_avioural paramet_ers can
part of the new permanent exhibition on images. THYSO _be mod|f|ed_for the other main ch_aracters_. It_ is also
application integrates a lot of our recent research devfSsible to specify a global level of disorder inside the
opments. It consists of a museum visited by a group GHSeum: this will for example modl.fy the response of
autonomous characters and it is also inhabited by a fIORI{OrS to damages caused by the thief and the photogra-
of suribirds (birds with the behaviour of surikats). The hiXer- _
manoid motion control integrates three kinds of technics; F19uré12 shows some snapshots taken from the appli-
a bio-mechanical model for locomotion, inverse kinemdiation. On the top leftimage, the thief is in action, while
ics algorithm for grasping or climbing and motion captur@? the top right image the guide is moving inside the mu-
for specific gestures. Different motions can be applied SUM- On the bottom left image, we can see a group of
multaneously to separate parts of the human body. As YSHOrS listening to the explanation given by the guide
Urban Environment, an informed environment has befcluding the mother and her child). The bottom right

;pecjfied to_model the structure of the building and the 41 can easily be done due to the preemption mechanism, and the
interior architecture (cf map of the museum in figuré 11dynamicity and parameterization of state machines.

Lib. HPTS




Figure 12: Images of the Virtual Museum Application.

image is an overview of one part of the museum, includtricted to the animation of one model in a specific envi-
ing around twenty autonomous characters. As this apptinment. The use of Hierarchical Parallel Transition Sys-
cation should run all the day, sevend days a week, whems allows us to take into account several programming
the attendant ask the thief or the photographer to leave gfa@adigms important to describealistic behaviours. Be-
museum, a women is asked to restore paintings and scakdse of the integration of our behavioural model in a sim-
tures are put back on their pedestal. After a moment, thiation platform, we have also the ability to deal with real
thief or the photographer are asked to come back into tivee during the specification and the execution phases.
museum by the entrance. Another important point is that our behavioural model has
been built to generate dynamic entities which are both au-
. tonomous and controllable by a scenario, allowing us to
4 Conclusion use the same model in different contexts and moreover

. . ) i i with different levels of control.
Our main objective is real-time simulations of several en-

tities evolving in realistic informed environments. Many Concerning behaviour coordination, our scheduler is
studies have been performed by psychologists to analgserently only able to handle a fixed number of resources
the human behaviour. The behavioural model allows dsclared at compilation time. An extension would be to
to describe, in a same way, different kinds of living beallow resource declaration at runtime in order to handle
ings, and to simulate them in the same virtual enviroaxternal resources. Another extension will be to con-
ment, while most of behavioural models are presently neect this work to a higher level of reasoning, in order to



determine automatically which behaviour should be actis] S. Donikian, G. Moreau, and G. Thomas. Multimodal driving
vated or inhibited. Concerning scenario authoring, work

in progress concerns scenarios in natural languages to be

able to offer an authoring tool to scenarists of interactive
drama. _ThIS requires to take into account spatlo-tempo[rl%h S. Donikian and E. Rutten. Reactivity, concurrency, data-flow
semantics of natural language and the theory of drama as and hierarchical preemption for behavioural animation. In E. B.
expressed by structuralists. A first demonstration of this R.C. Veltkamp, editorProgramming Paradigms in Graphics’95

work, entitledLifetime at the grocerywill be shown at

the Industry and Innovation Village of Imagina.02.

(17]

Video sequences can be found on the following web

page: http://www.irisa.fr/prive/donikian.

(18]
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