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Abstract

Temperature has become an important constraint in modern micro-
processors. Research on temperature-aware computer architecture
requires a temperature model. Most recent microarchitecture pub-
lications dealing with temperature issues are based on HotSpot, a
temperature model specifically developed for such studies. How-
ever, to our knowledge, there does not exist any independent eval-
uation of HotSpot apart from publications from HotSpot authors.
This study is a series of comparisons between HotSpot block model
and two other models : a finite-element model, and an analytical
one. We show that space discretization in HotSpot may introduce
a significant error, as is the case with classical numerical meth-
ods based on space discretization like finite differences and finite
elements. Through this study, we hope to draw HotSpot users’ at-
tention to the potential risks in using HotSpot blindly.

1. INTRODUCTION

Temperature is an important constraint in current high-performance
microprocessors. Recent high-performance processors feature tem-
perature sensors and control the power consumption to keep tem-
perature below a certain limit. Research on future processors and
operating systems must take into account the design constraint.
Many interesting studies on temperature-aware computer architec-
ture have been published recently, among which [24, 29, 9, 21,
7, 28, 8, 20, 22, 11, 32, 17, 27, 15] (the list is not exhaustive).
These papers show that temperature does not concern only people
working on processor packaging or low-power circuit techniques.
Temperature problems can be tackled also at the level of the mi-
croarchitecture and the operating system. A majority of the papers
mentioned above are based on HotSpot, a temperature model devel-
oped specifically for this kind of research [29]. A software is avail-
able on the Internet [2]. As the temperature model is the keystone
in temperature-aware microarchitecture studies, it is important to
use a reliable model. Since its release, HotSpot has been used by
several researchers other that the authors of HotSpot. However, to
our knowledge, there does not exist an independent evaluation of
HotSpot.

The goal of this study is to draw HotSpot users’ attention to the
potential risks in using HotSpot blindly without questioning its ac-
curacy. We present a series of comparisons between HotSpot and
two other temperature solvers, one using finite elements and the
other using analytical methods. The study is divided in two main
parts : Section 2 studies the steady-state temperature, and Section 3
studies the time-varying temperature. The main conclusions of our
study are :
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e HotSpot is sensitive to space discretization. Different floor-
plans modeling the same power density map may give, with
HotSpot, different temperature numbers.

e Floorplans with a larger number of blocks seem to be more
accurate

e “Naive” floorplans may give an error exceeding 200%.

e HotSpot underestimates the slope of the temperature response
for small times.

e HotSpot underestimates the amplitude of time-varying tem-
perature oscillations

1.1 What is HotSpot ?

HotSpot is based on a network of thermal “resistances” and “capac-
itances”. Such analogy between electric circuits and heat conduc-
tion is popular among electrical engineers. The concept of thermal
resistance is very convenient for solving rigorously one-dimensional
steady-state heat conduction problems where one knows isother-
mal surfaces a priori (e.g., right cylinder with adiabatic sides and
uniform boundary conditions at both ends). However, in the gen-
eral case of three-dimensional heat conduction, the electrical anal-
ogy is inexact [12]. Thermal networks are used in the processor-
packaging community to characterize packages independently of
boundary conditions, leading to so-called compact models featur-
ing a relatively small number of resistances and capacitances. There
are two main approaches for obtaining a compact model : the be-
havioral approach, and the structural one [25]. With the behavioral
approach, thermal resistances and capacitances values are obtained
by calibration based on a detailed model (e.g., finite elements) [12].
In this case, thermal resistances and capacitances have no physi-
cal meaning, and changing one package parameter requires to re-
calibrate the network. With the structural approach, resistances and
capacitances values are obtained directly from the package geome-
try and material characteristics (see [25] for a list of references).

HotSpot is a compact structural model, not for characterizing pack-
ages but for modeling microprocessor temperature at the level of
microarchitectural units. A description of how thermal resistances
and capacitances values are derived is given in [31]. The need for
a compact model is justified by the need for fast microarchitectural
simulations. HotSpot is intended to allow the user to change the
parameters [10], e.g., heat-sink characteristics, material properties,
processor floorplan etc.



1.2 Methodology

There are several sources of inaccuracy when modeling tempera-
ture [13]. Sources of inaccuracy can be classified into three main
categories : inaccuracies coming from physical idealizations (e.g.,
simplified geometry, linearization, etc.), those coming from not
knowing exactly the parameters values (e.g., thermal conductiv-
ities, interface material thickness, etc.), and those coming from
the mathematical solver (e.g., discretization, truncation of infinite
sums, etc.).

This study is not concerned with physical idealizations in HotSpot,
but with HotSpot as a mathematical solver. That is, we compare
HotSpot with other solvers, using the same physical idealizations
and parameter values. We used FreeFEM3D (a.k.a. ff3d), a general
purpose finite-element solver [3]. However, comparing HotSpot
with a single solver would not be sufficient to tell which one is cor-
rect in case of disagreement (using a valid tool does guarantee that
one uses it correctly). Hence we used a second solver, ATMI, that
we developed for our research, using physical idealizations that are
close to HotSpot [18]. ATMI is based on classical analytical meth-
ods that, unlike finite elements, do not rely on space discretization
[5, 16]. When ff3d and ATMI agree with each other but disagree
with HotSpot, we conclude that it is an inaccuracy of HotSpot. Al-
though we use HotSpot default parameters, there is always the pos-
sibility that we use HotSpot incorrectly, e.g., by using a floorplan
for which HotSpot is inaccurate. However, as the HotSpot docu-
mentation is not clear about what is a “good” floorplan, the inac-
curacies exhibited in this study represent situations that a user may
encounter when using HotSpot.

In this study, we evaluate the block-based model of HotSpot-3.0.2.
Although the number of nodes in HotSpot can be set arbitrarily
large in theory, HotSpot is supposed to be a compact model [10],
with a relatively “small” number of nodes, i.e., not exceeding a few
hundreds. In the remaining of this study, we use HotSpot accord-
ingly. Unless stated otherwise, we use the default physical param-
eters of HotSpot-3.0.2. By construction, lateral thermal resistances
in HotSpot connect the center of a block to its edges. Hence we
assume that HotSpot gives the temperature at the center of each
block. In HotSpot-3.0.2, the contact between the heat spreader and
the heat sink is assumed perfect. This allows to take a single copper
layer in ff3d and ATMI. *

The ATMI model is depicted on Figure 1, where layer 1 is the sil-
icon layer and layer 2 is the copper layer. The conductance h;
between the two layers is computed as h1 = k;/d; where k; is
the thermal conductivity of the interface material and d; is the in-
terface thickness. The conductance ho between the copper layer
and the ambient medium is computed as he = 1/(Rh5L2), where
Ry is the heat sink thermal resistance and L is the heat sink width.
Boundary conditions are listed in Table 1, where T3 and T> are the
temperatures in layers 1 and 2 respectively, and ¢(z,y,t) is the
surface power density.

The ff3d model is depicted on Figure 2. There are two differences
with the ATMI model. First, there are 3 layers instead of 2, with
the middle layer being the interface material. The contact between
layers is perfect, i.e., temperature is continuous. Second, the silicon
layer width equals the chip width, whereas ATMI does not model
chip edges. The physical model here is very close to HotSpot.

1\We checked that enlarging the heat-spreader in HotSpot so that it
matches the heat-sink base does not change temperature numbers.
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Figure 1: ATMI model : layer 1 (z € [0, z1[) is silicon, layer 2
(z €]z1, 22]) is copper. Heat transfer between the two layers is
modeled by a conductance h; (W/m?*K). Heat transfer from
layer 2 to the ambient is modeled by a conductance h2. Heat
generation is modeled has a prescribed heat flux (1W/m?) on
the plane z = 0. L is the heat sink width.
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Table 1: ATMI boundary conditions
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Figure 2: Ff3d model. The contact between layers is perfect.
The middle layer is the interface material. The silicon layer
width equals the actual chip width.



1.3 Modified HotSpot

HotSpot network features constriction/spreading resistances (con-
striction resistances, for short) whose values are obtained with an
analytical formula which was derived from [14]. In [14], the for-
mula is obtained for definite boundary conditions, namely a circular
right cylinder with Robin conditions on the bottom side and Neu-
mann conditions everywhere else, more precisely adiabatic con-
ditions but in a planar disk source of uniform power density on
the top side. Constriction resistances in HotSpot were introduced
with the intent to improve the accuracy [30], but the documenta-
tion does not mention the fact that the boundary conditions used to
derive the constriction resistance formula do not apply. The lack
of justification led us to experiment a modified version of HotSpot,
where lateral constriction resistances are removed. More precisely,
we modified the function getr in the file RCutil.c so that it returns
a simple one-dimensional resistance, namely the value theta cor-
responding to the half-block thermal resistance. In Section 2, we
present results both for the original version of HotSpot and for the
modified version without constriction resistances.

2. STEADY STATE TEMPERATURE

For the finite-element model in this section, we used ff3d with an
external mesh defined with the gmsh mesh generator [1]. The mesh
has approximately 6.10° tetrahedra. For HotSpot, we give results
both for the unmodified version (HS) and for the modified version
without constriction resistances (HS-mod).

2.1 EV6 floorplan

In this section, we study different processor floorplans, that are de-
picted in Figure 3. EV6 is the original HotSpot floorplan. EV6-
center is the same floorplan, but with the core at the center of the
chip. EV6+ is an enlarged floorplan with 1 mm of non dissipating
silicon around. As ATMI does not model the effect of silicon edges,
we rely solely on ff3d for quantifying the effect of edges. We ex-
pect ATMI and ff3d to give close numbers when silicon edges have
little impact on temperature.

Power density numbers are obtained with the sim-alpha Simplescalar
microarchitecture model [6], and the Wattch power model [4]. We
simulate 100 millions instructions of the SPEC2000 benchmark
gzip, and we provide the steady-state temperature at the center of
each unit corresponding to a constant power density equal to the
time-average power density in the simulated time interval (this is
what HotSpot does, so we do the same with ATMI and ff3d). We
provide temperature for two different values of the interface ther-
mal resistance. Default HotSpot values are d; = 7.5 x 10~° m and
ki = 1.33W/mK, which corresponds to hy = ki/d; =~ 1.77 x

10" W/m?2 K, that is, a thermal resistance 1/1.77 = 0.56 cm>K/W.

The second value we used is k1 = 10° WW/m? K, which means tak-
ing k; = hid; = 7.5 W/mK. The thermal resistance in this case
is 0.1 cm? K /W, which is a realistic value [26].

Figure 4 iis for the default interface thermal resistance 0.56 cm?> K /W .

As can be seen, the Atmi-ev6-center and ff3d-ev6-center tempera-
tures are consistently very close to each other. This shows that the
hypothesis of infinitely thin interface in ATMI provides a very good
steady-state approximation. This shows also that the chip edges
have little impact on temperature when regions of high power den-
sity are not too close to the edges. It can be observed that the edges
of the silicon die have an impact on temperature for the default
floorplan (ff3d-ev6 vs. ff3d-ev6-center). This impact is more pro-
nounced in units whose center is close to an edge, like IntReg and
IntExec. It can be seen that adding 1 mm of non-dissipating silicon
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Figure 3: Floorplans : EV6 is the original HotSpot floorplan,
EV6-center is the same floorplan with the core at the center
of the chip, EV6+ is an enlarged floorplan with 1 mm of non
dissipating silicon around.
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between these units and the die edge permits decreasing substan-
tially the temperature in these units (ff3d-ev6 vs. ff3d-ev6+). This
suggests that putting a region of high power density too close to
an edge may lead to an artificial temperature problem that could be
solved simply by enlarging slightly the silicon die or by changing
the floorplan.

As for HotSpot, the comparison between ff3d-ev6, HS-ev6 and HS-
mod-ev6 seems to indicate that HotSpot is more accurate when con-
striction resistances are removed. Actually, without constriction
resistances and using the default parameters and floorplan of the
HotSpot-3.0.2 package, the accuracy of HotSpot is relatively good
(ff3d-ev6 vs. HS-mod-ev6). Removing constriction resistances is
also beneficial on modified floorplans ev6+ and ev6-center (e.g.,
in Bpred). Yet, in some units, the difference between ff3d and
HotSpot is significant even without constriction resistances (e.g.,
in FPReg, ff3d-ev6-center vs. HS-mod-ev6-center).

Figure 5 shows steady-state temperature when taking a low inter-
face thermal resistance 0.10 cm? K /W (h1 = 10° W/m?K). As
in Figure 4, we see that the Atmi and ff3d-ev6-center temperatures
are very close to each other. However, the impact of silicon edges
on temperature is less pronounced when we have a good contact be-
tween silicon and copper (ff3d-ev6 vs. ff3d-ev6-center). For exam-
ple, edges have little impact on the temperature in the IntExec unit,
which was not the case in Figure 4. Edges still have some impact in
the units closest to the edge, like IntReg. However, adding 1 mm
of non-dissipating silicon permits removing almost completely the
edge impact here (ff3d-ev6 vs. ff3d-ev6+). Globally, all tempera-
ture have decreased because of the lower interface resistance, and
this could explain why the relative difference between ff3d and
HotSpot seems larger in Figure 5 than in Figure 4. However, the
error is increased not only in relative value but sometimes in ab-
solute value, like in Bpred. As previously, removing constriction
resistances seems to decrease the error in the hottest units (ff3d-ev6
vs. HS-ev6 and HS-mod-ev6). However the error is still significant.

HotSpot is sensitive to the floorplan, as can be observed in some
units like FPReg and FPAdd for instance. In these units, the tem-
perature is approximately the same for all three floorplans. Yet,
HotSpot gives different temperatures for some floorplans (HS-ev6
vs. HS-ev6+ vs. HS-ev6-center). These artificial temperature vari-
ations are an artifact of HotSpot.

2.2 Square source

In this section, we consider a square source with a uniform power
density located at the center of a 21mm x 21mm chip. We give
the temperature at the center of the source in function of the source
size, for a high (0.56 cm? K /W) and a low (0.10 cm? K /W) inter-
face thermal resistance. For HotSpot, we used two different floor-
plans that are depicted in Figure 6. Though different, these floor-
plans represent the same power density map, so we should obtain
the same temperature.

As can be seen on Figure 7, the 3 x 3 floorplan (HSvar and HS-
mod-var ) is very inaccurate when the central source is smaller than
5 mm, with an absolute error of 22 K for a 1 mm source, that is,
a 180% relative error. The 3 x 3 floorplan is most accurate when
the source side is 7mm. This corresponds to the case where all
9 blocks have the same size. The 21 x 21 grid with constriction
resistances (HS-grid) exhibits a significant error too, though less
important than that of the 3 x 3 floorplan. The smallest error, when
the source side is less than 5 mm, is obtained on the 21 x 21 grid

«x,

var” “grid”

Figure 6: Square source at the center of a 21mm x 21mm chip.
The floorplan on the left (“var”) defines 3 x 3 blocks whose size
changes with that of the central source. The floorplan on the
right (“grid”) defines 21 x 21 square blocks of fixed size.

without constriction resistances (HS-mod-grid).

Figure 8 shows temperature at the center of the source when taking
a low interface thermal resistance 0.10 cm? K /W. Compared with
Figure 7, the error for small source sizes is bigger here (200% for
the 3 x 3 floorplan). As previously, HotSpot is most accurate on
the 21 x 21 grid without constriction resistances (HS-mod-grid).
Interestingly, as the source size increases, the error becomes very
small. We explain this as follows. As the dimensions of the source
approach that of the chip, we become closer to one-dimensional
heat conduction case, for which the concept of thermal resistance
is accurate. Yet, the reason why the residual error is smaller on
Figure 8 than on Figure 7 is not very clear. A possible explanation
could be that, by taking a smaller interface resistance, we decrease
the temperature gradients on the die plane and make the heat flow
closer to a one-dimensional one.

3. TRANSIENT TEMPERATURE

In Section 3.1, we study the temperature response to a step power.
Because the system is linear, it can be completely characterized
by such temperature responses. In Section 3.2, we study the time-
varying temperature using a power trace obtained from simulating
a SPEC benchmark. In all remaining experiments, we use the mod-
ified version of HotSpot without constriction resistances. 2 We
compare HotSpot with ATMI and ff3d in Section 3.1, but only with
ATMI in Section 3.2. The reason is as follows. For being accu-
rate with ff3d, we used a fine space discretization (a mesh with 2.5
millions of cuboids). Time must be discretized too, and we used
an implicit Euler scheme (a.k.a. backward Euler method). For the
temperature response to a step power (Section 3.1), we can increase
the time-step progressively, which permits obtaining the tempera-
ture curve relatively quickly (hours, not days). However, in Section
3.2, we cannot increase the time-step without hurting accuracy, and
the simulation time would be too long.

3.1 Square source

In this section we study the transient response to a step power. We
consider, as in Section 2.2, a square source with uniform power
density (cf. Figure 6). A power of 10 watts is applied in the square,
and we give the temperature at the center of the square in function
of time. We consider two different source sizes (1 mm-side and

2\We checked that removing constriction resistances has little im-
pact on the transient temperature, but improves HotSpot accuracy
for large time values, as shown in Section 2.
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7mme-side) and two different interface thermal resistances (as in
Section 2.2 : 0.56 cm>K /W and 0.1 cm>K /W ). For HotSpot,
we used the two floorplans depicted in Figure 6. Transient simula-
tion with HotSpot and the 21 x 21-block floorplan is very slow, so
we simulate only the first 0.5 seconds for this case.

Figure 9 is the temperature response for small times and for 1 mm-
side and 7 mm-side sources, with default HotSpot interface ther-
mal resistance (0.56 cm>K /W). As expected, ff3d and ATMI are
close to each other. There is a small difference, mainly due to space
discretization in ff3d. HotSpot, on the other hand, exhibits a rela-
tively large error and consistently underestimates temperature for
small times. For the 1mm source, HotSpot behavior can be im-
proved by taking a finer discretization (21 x 21). However, this im-
provement is limited because, unlike in ff3d, discretization along
the z direction in HotSpot remains unchanged. This is clearly ap-
parent for the 7 mm source, which is closer to a one-dimensional
heat conduction problem, and where there is no noticeable differ-
ence between the 3 x 3 and 21 x 21 floorplans. This inaccuracy of
HotSpot, due to a limited space discretization, can be understood
by considering the heat equation :

2 oT

kVT 4+ g = e

where k is thermal conductivity, p the material density, ¢ the spe-

cific heat and g the volume power density in W/m?®. At time

t = 0, temperature is assumed uniform and equal to the ambient,
so V2T = 0, and we have

or; _ 49
Ot li=0 ~ pc

In a processor circuit, heat is generated in a very thin layer, much
thinner than bulk silicon. Let us consider a given power P in watts
generated uniformly in a layer of thickness e. For a given P, the
three-dimensional power density g is inversely proportional to the
layer thickness e. In ATMI, the heat dissipation layer is infinitely
thin (e = 0), and we have

oT _

A
(actually, for small values of ¢, the relative temperature is propor-
tional to v/%). 1t was shown in [23] that the approximation of in-
finitely thin dissipation layer is accurate as long as one considers a
source whose ratio thickness/width does not exceed 1,/20, which is
the case for functional units in typical processors. To reproduce the
correct behavior with ff3d, we had to take a fine space discretiza-
tion. In HotSpot block model, as bulk silicon is modeled with a
single network layer, the space discretization is not fine enough.
It was already noted in [19] that reproducing the correct behavior
with an RC network requires a large number of nodes.

Figure 11 shows the temperature response on a longer time scale.
The curves of ATMI and ff3d are close to each other, which shows
that the hypothesis of infinitely thin interface in ATMI provides a
good approximation in the transient case, as previously observed
for the steady state. For a 7mm source, we already know that
HotSpot steady-state error is high with the low interface resistance
value (cf. Figure 8). So it is not surprising that, for large time val-
ues, the transient response of HotSpot exhibits a significant error,
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30 T T T T
HotSpot21x21  +
3
e
3
@
@
Q
€
8
(]
2
8
[
0 ) 1 1 1 1
0 0.0002 0.0004 0.0006 0.0008 0.001
time (s)
7 mm source
0.6 T T T T
HotSpot21x21  +
Atmij --------
05 | iR
3
2
3
g
9]
Q
€
2
()]
2
K
[
Fox
T
0 1 1 1 1
0 0.0002 0.0004 0.0006 0.0008 0.001

time (s)

Figure 9: Relative temperature at the center of 1 mm-side and
7mm-side square source in function of time (seconds). Time-
varying response to a step power, for a high interface thermal
resistance 0.56 cm? K /W.
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predictor in function of time (seconds). Response to gzip power
trace with EV6-center floorplan, for a high interface thermal
resistance 0.56 cm> K /W.

as can be seen on the lower graph of Figure 11. For the high inter-
face resistance, the steady-state error is relatively small (cf. Figure
7), and the transient response of HotSpot appears to be not so far
from that of ff3d and ATMI. For the 1mm source, the steady-state
error is high with the 3 x 3-block floorplan. Figure 10 shows that
the error is significant for the transient response too. Taking a finer
space discretization (21 x 21) decreases the error, but it is still sig-
nificant for small times (and HotSpot is very slow on the 21 x 21
grid).

3.2 EV6 floorplan

In this section, we study transient temperature with the EV6-center
floorplan that we used in Section 2.1. For this study, we use a power
trace obtained from sim-alpha and Wattch power model. To gen-
erate the power trace, we simulate 100 millions instructions with a
sampling interval of 100k cycles. The clock frequency is 3 GHz,
which means a sampling interval of 33 us. Simulators are initial-
ized with the steady state temperatures found in Section 2.1.

Figure 12 shows a snapshot of the temperature at the center of the
branch predictor in function of time for the gzip power trace. The
main difference between ATMI and HotSpot is the amplitude of
the temperature variations. Temperature oscillations are more pro-
nounced with ATMI than with HotSpot. This observation is consis-
tent with Figure 9, as the small-time temperature response to a step
power characterizes the amplitude of high-frequency temperature
oscillations.

Not modeling correctly the transients may be misleading, depend-
ing on the problem under study. For instance, if one searches the
time it takes for a temperature sensor to detect a temperature change
of £1°C, HotSpot will give a greatly overestimated value.

4. CONCLUSION

HotSpot should be used cautiously. Like finite difference and fi-
nite element methods, HotSpot is sensitive to space discretization.
However, as HotSpot is supposed to be used with a relatively small
number of nodes, there is a risk for the user to obtain inaccurate

behaviors. We obtained more accurate results by removing con-
striction resistances and by using a (relatively) large number of
equally-sized square blocks. Yet, as is the case with finite elements
and finite differences, a finer discretization in the horizontal plane
may not be sufficient, and may necessitate a finer discretization in
the vertical direction as well, which HotSpot block-based model,
in its current version, does not allow. It is possible that the intro-
duction of a new grid-based model in HotSpot-3.0, by allowing to
define several network layers for modeling the silicon die, permits
solving the space discretization issue.

Depending on the problem under study, a temperature model with
a limited accuracy may be sufficient. Important ideas often resist
oversimplifications and are valid for a large range of parameter val-
ues (e.g., heat sink and interface thermal resistance values). For
instance, in [9], a simplistic temperature model is used to demon-
strate the efficiency of activity migration. This does not mean that
the qualitative conclusions of [9] are wrong. Subsequent studies
based on HotSpot [9], or our own studies based on ATMI [18],
confirm the efficiency of activity migration.

In a temperature model for computer architecture research, the ac-
curacy of temperature numbers is inherently limited by the lack of
knowledge of parameter values or by approximate power consump-
tion models. What is important is that the model be consistent with
physics. A temperature model is also a means for people that are
not temperature specialists to gain some qualitative understanding.
For example, although HotSpot may provide inaccurate numbers,
it exhibits qualitative behaviors, e.g., the fact that the steady-state
temperature generated by a heat source decreases as the distance
from the source increases, and all qualitative behaviors stemming
from the principle of superposition. We believe that many of the in-
tuitions on temperature people can acquire through using HotSpot
are correct intuitions.

Nevertheless, HotSpot should not be used without being aware of
its limitations and without questioning the physical significance of
its outputs. We recall that we have evaluated only the block model
of HotSpot, not the newly-introduced grid model. In case one has
doubts about HotSpot but still would like to use it, we recommend
to use a second tool, e.g. finite-elements, to check that HotSpot, ei-
ther block or grid model, is correctly calibrated for one’s particular
use. In case it is not, one may try to remove constrictions resis-
tances or increase the space discretization, as we did.
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