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On the Accuracy of PSNR and PSQA Video

Quality Measures
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Abstract

We have recently proposed a novel, non–intrusive, real–time approach to measuring the quality of video streams

transmitted over a packet network. The proposed approach takes into account the diversity of the factors that affect

video quality, including encoding parameters and network impairments. The goal of this method is to overcome the

limitations of the quality assessment techniques currently available in the literature, such as the low correlation with

subjective measurements, or the need to access the original signal, which precludes real–time applications.

Our approach correlates well with human perception, it is not computationally intensive, does not need to access

the original signal, and can work with any set of parameters that affect the perceived quality, including parameters such

as FEC and the frame rate, which are usually not taken into account in other methods. It is based on the way human

observers react to the streams. This fact, together with the very good correlation with real human perception (that is,

with subjective testing) explains the name we have given to it: Pseudo-Subjective Quality Assessment (PSQA).

In this paper we compare the performance of PSQA to that of other assessment techniques found in the literature.

In a nutshell, using subjective testing results as the reference, PSQA always reaches very high correlation values while

PSNR (a popular metric designed for analyzing coding effects) hardly reaches values around 80% (due to network

impairments).

Keywords: Packet video, Neural Networks, Real-time video transmission, Video quality assessment, Objective

and subjective quality.

I. INTRODUCTION

Many real-time video transmission applications over the Internet have appeared in the last few years. We find

today: video phones, video conferencing, video streaming, tele-medical applications, distance learning, telepresence,

video on demand, etc., with a different number of requirements in bandwidth and in perceived quality. The interest in

being able to quantify the quality of perceived video as perceived by a human observer and, if possible, in real time,

follows from this reality and from the increasing importance of multimedia traffic over the Internet.
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In [7], we proposed a new methodology to evaluate automatically and, if necessary, in real time, the quality of

video transmitted over packet networks , that we propose to call PSQA (Pseudo-Subjective Quality Assessment). We

showed that this method has several good properties, namely: Our approach correlates well with human perception, it

is not computationally intensive, it does not need to access the original signal, and it can a priori work with any set of

parameters that affect the perceived quality, including parameters such as the frame rate (when the encoded sequence

has lower rate than the original), which are usually not taken into account in other methods. It is based on the use of a

Random Neural Network (RNN) [1, 2], which is trained to assess video quality as an average human being.

We give here a summary of the PSQA method. We start by choosing a set of parameters supposed to have an

impact on the perceived quality (even if we do not know how exactly this impact occurs. We also choose their ranges

out of which quality is trivially bad, and a discretization of them. Then we choose original video sequences. Each

of them is distorted after being sent through a network under controlled conditions, which means that the affecting

selected parameters (source bit rate, end-to-end loss rate, ����� ) take different values (a set of values for the parameters

is called a configuration in [7]). For each original sequence many distorted versions are built corresponding to many

different configurations, such that the state space of all possible configurations is in some sense covered. Next step is

to perform a subjective test for each sequence, which receives thus a human evaluation. This evaluations are mapped

into the different configurations that were considered to modify the sequences, and the idea is then to train a RNN (a

quite special type of Neural Network having very good mathematical properties) to capture that mapping.

The final evaluation tool consists of two modules: the first one collects the current values of the selected parameters

in the transmission and the second one uses the trained RNN to give a value to the quality. For more details about this

method and its applications, see [7–9]. In the operating mode when integrated into a video system, our tool will act as

shown in Figure 1. At the sender side, the video source is encoded, packetized and sent by the transport protocol (e.g.

RTP/RTCP) to the receiver. At the receiver, the flow is decoded and displayed to the end-user. The interaction between

our tool and the other elements is as follows. The parameters’ collector part probes all the working parameters from

the encoder, the decoder, the packet network and the transport protocol. Then the trained RNN part evaluates video

quality as a function of these parameters. This means that the quality at the receiver can be evaluated continuously, that

is, with a very high frequency. If the sender needs feedback from the receiver, the quality value can be sent back by the

transport protocol from time to time (for instance, if the RTCP protocol is used, it can be sent every 5 sec.). Observe

however that many implementations of RTCP allow the modification of this delay by the application as defined by the

RFC standard of RTP protocol stack.

Concerning the PSNR measure and its choice in this comparison paper, it is a widely used metric which basically

evaluates the difference between the original sequence before encoding and the received sequence (at the other side of

the network) after decoding. Its expression is given below (relation (1)). Recently, other efforts have been made in order

to design other techniques that measure this difference between two signals. The most known are ITS [13], MPQM,

CMPQM and NVFM [10, 11] metrics. These metrics operate on both the original and the distorted video sequences.
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This limitation makes it impossible to work in real time and to include these metrics in designing new mechanisms

(rate control or video codecs to take into account the user’s perception and the network factors). A second disadvantage

is that the obtained results do not always correlate with subjective data. A third drawback is that some of them are very

computationally extensive, especially the ones built based on VHS model (some of them cannot be used to evaluate

the quality for video sequences of length greater than 1 sec.) [10]. Some of these metrics are designed and optimized

basically to consider encoding impairments, but they do not work efficiently when they used in other conditions (ex.

distortion due to the transmission over the network). Another observation is that not all the quality-affecting parameters

can be considered. For example, the frame rate effect cannot be considered as they compare the original and distorted.

This means that both sequences must have the same frame rate and the decoded picture of the processed sequence must

correspond to the encoded picture in each frame of the original sequence, otherwise the results will degrade.

In this paper, we show the properties of our PSQA measure against the value given by PSNR in different cases. We

show how PSNR can mislead the point when trying to assess the degradation of a sequence after traveling through the

network, and at the same time we explain how, by construction, the PSQA approach doe not suffer from these draw-

backs. We also discuss the properties of the other trials previously mentioned (ITS, MPQM, CMPQM and NVFM).

Finally, we describe a tool we developed to studying the way a selected set of parameters affect perceived quality.

Fig. 1. Operation mode for the tool in real-time video system.

The rest of the paper is organized as follows: In Section II, we describe the platform we used to generate the

distorted video sequences and the application we realized to measure video quality. The comparison between the

performance of PSQA and PSNR is detailed in Section III. The performance of ITS, MPQM, CMPQM and NVFM

metrics is the subject of Section IV. Finally, we conclude our work in Section V.

II. DESCRIPTION OF THE EXPERIMENTAL CONTEXT

A. Platform Description

In this Section, we describe the platform that we used in order to build the quality evaluator. In addition we use it

to build an application that is used to evaluate video quality in real time (see Section II-B). The platform consists of an
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H263 [4] encoder, an H263 decoder and a network transport simulator.

1) H263 encoder: The encoder takes as inputs the original video sequence in YUV format and the resolution

of the video, which can be any of the standard resolutions or a customized one. The start and the end of the frames to

be encoded may be controlled. The size of the search window to detect the motion vectors can also be controlled. The

quantization parameter of encoded frames may be fixed to control the output bit rate. However, the encoder supports

several types of bit rate control methods: variable and constant bit rates. Thus, some of them override the quantization

parameter option. It is known that the common frame sequence of H263 encoding is IPPPPP ����� , where the only frame

encoded as I is the first one and all the others are encoded as P frames. The size of I frames may be five times larger

than the size of P frames. Hence, to provide smoothing of the output bit rate, the encoder has the ability of varying the

quantization parameter of the first I frame separately.

H263 behaves, by default, as a one-layer codec. However, it supports an extra enhancement layer (with the ability

of choosing its output bit rate and other options). The encoder also takes the frame rate of the original video sequence

as input. The output frame rate can be controlled by allowing the encoder to skip some images between two encoded

ones. For example, if the input sequence is encoded at 30 frames/s, by skipping one image between each two encoded

images, the output frame rate will be 15 frames/s.

ITU recommendation for H263 [4] defines some basic operations that all the implementations should support. In

addition, some other functionalities are defined separately in annexes as options.

2) H263 decoder: The H263 decoder reads the streams encoded by the encoder as well as the control informa-

tion generated to playback the encoded sequence. Like the encoder, it has several command-line options to fine-tuning

its operation. The default operation is displaying the video on the screen, but the decoder has the ability to store the

output into a specified file in several formats. Regarding the frame rate, it is possible to specify any value instead of

the default (which is the rate of the encoded stream).

3) Network Transport Simulation: To integrate the effect of network conditions on the streams, we used a

simulator developed by the TEMICS team in our laboratory [6]. In this tool, several functionalities have been added to

the codec in order to simulate its operation over packet network. The encoder generates marks in the output bit streams

to indicate the start and end of each packet. In addition, the encoder provides some ways to cope with packet loss effects

(error resiliency) [6]. The ability of inserting a header at the beginning of each group of blocks (slice) is allowed to

deal with the spatial encoding problem due to loss. In addition, it is possible to force Intra mode coding of macro-

blocks in certain way in order to avoid the problem of losses due to the temporal encoding. The maximum packet size

can be varied to suit the requirements of the network supporting the transmission. When the simulated transmission

is supposed to be over the Internet, the default size is set to 536 bytes (this is to avoid the fragmentation of packets

between routers). The packetization process is done in conformance with IETF RFC 2429 [4]. The program can also

generate packet loss patterns using Gilbert model. Other models of packet loss can be defined. In addition, the decoder

has supplementary way to deal with loss distribution through the sequence numbers of packets to be dropped. We
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further modified the simulator to suit our needs when generating the video sequences, in order to carry out subjective

quality tests and to implement the video application described in the next Section.

B. An Application to Study Video Quality

Let us describe the application we used to explore the perceived quality of video streams transmitted over the

Internet. The application served for the comparisons which main results are descried in this paper, and also for the

analysis of the impact on quality of the following parameters: at the source side, the Bit Rate (BR), the Frame Rate

(FR) and the Intra to Total Ratio (RA); considering the network, the Loss Rate (LR) and the Consecutive Loss Parameter

(CLP) (average size of loss bursts). In an experiment, these parameters can be selected or varied using a GUI. In our

current implementation, the LR can be varied from 0 to 10% and CLP goes from 1 to 6. These two variables are

used to characterize the loss process in the network. The remaining three parameters are used to control the source

encoding. Knowing that each video sequence has a specific maximal BR ����� value, the BR parameter takes one of

the following values:
���	��


���� ��
 ��� 
���
 ���	����� BR ����� . The FR parameter takes the following values: 6, 10, 15 and 30

frames/s. Finally, the RA parameter can take one of four values. These values depend on the values chosen for BR and

FR.

The application is implemented based on the H263 decoder introduced in Section II-A. It incorporates two oper-

ating modes: manual and automatic. Due to space limitation, we show only a screen-dump of the Manual mode in

Figures 8. In the manual mode, the five parameters can be changed manually. The network parameters (LR and CLP)

can be varied smoothly during video playback. The codec’s parameters (BR, FR and RA) are chosen before starting

the playback of the video sequence under study. The parameters’ collector module probe the values of the parameters

regularly, at a predefined interval (currently fixed to 300 ms). The trained RNN module measures the quality based on

the values of the parameters. In the automatic mode, the application plays back the video sequences and distorts them

from a predefined sets of parameters’ values. The goal of this mode is to study the variation of the quality with the

parameters (varying one of them and keeping the others fixed).

Another function of the tool is the possibility of measuring the PSNR during the playback of the processed video

sequence. We added this feature to allow us comparing the performance of our PSQA measure against that of the

standard PSNR one.

For a video sequence of � frames each having � x � pixels with � -bit depth, the Mean Square Error (MSE) is

calculated as follows:

MSE � �
� ��� � �

��
�! #"

$�
%  #"

&�
'  #")( *#+-,

�/.	�10325476*#+8, �/.9��032;:=<9�
where *#+8, �>.9��032 and

6*#+-, �/.	�1032 are the respective values of the pixels at position , �/. in frame
0

, for the original and the

distorted sequences. The Root MSE (RMSE) is calculated using RMSE �@? MSE. The PSNR is then defined as

PSNR � �A
�BDC	E ";F � <
RMSE

< � (1)
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Both MSE and RMSE measure the difference between the original and distorted sequences, and thus, the higher the

PSNR the closer the two (original and distorted) sequences. However, performing some experiments (for instance, with

our tool) rapidly show that the correlation between PSNR and subjective measures is often very bad. In the tool, we

use a sliding window to calculate the PSNR. This sliding window can be modified. By default, it is fixed to 10 frames

(about 333 ms.).

During playback, the following values are drawn each in a curve:

1) MOS obtained by PSQA (ranges from 1 to 9),

2) PSNR value in dB (ranges from 0 to 50),

3) PSNR mapped to MOS scale (ranges from 1 to 9),

4) LR chosen by the user (ranges from 1 to 10 %),

5) CLP chosen by the user (ranges from 1 to 6).

In the current implementation, we integrated three standard video sequences (namely Stefan, Children, and Fore-

man). Each of these sequences has different video characteristics and nature. “Stefan” is characterized by fast motion,

while “Children” is characterized by slow motion, more spatial redundancy and more colors saturation. “Foreman”

sequence is a moderate one, somehow between “Children” and “Stefan”. It should be noted that the BR of the best

quality of the encoded versions are 1345, 1200, 1000 KByte/s for Stefan, Foreman, and Children respectively. By

using the algorithm described in [7], our application works quite well for all the three video sequences regardless of

the variability of the BR from sequence to another.

C. Mapping PSNR to 9-point ITU Scale

In this paper, we give examples of cases where PSNR has bad correlation with human perception. The strongest

way to do this is to exhibit examples where, changing one parameter (such as the frame rate FR, or the end-to-end loss

rate in the network, LR) the behavior of PSNR and PSQA (which follows human perception) are qualitatively different.

For instance, consider Figure 2 where, at the left, PSNR in dB is plotted against the Frame Rate FR in fps (for three

different values of the loss bursts, CLP parameter). We see that the PSNR decreases in two of the three cases, and

oscillates some way in the case of CLP = 4, while humans give increasing MOS when FR increases, for all values of

CLP. The same qualitative differences can be seen in Figure 3, where again PSNR in dB at the left and MOS at the

right are plotted against FR, now for two different video sequences.

While in general, PSNR is given in dB, it can be simpler to map the dB scale into the MOS one, to make compar-

isons more clear. For this purpose, we map the PSNR in dB into the ITU quality scale. A possible mapping using the

MOS ITU 5-point scale is as shown in Table I, as found in [5].

To build some of the pictures, we used the previous mapping and we calculated a polynomial approximation of it,

in order to easily obtain many points to draw curves. For instance, such an approximation is given by the following

piece-wise polynomial:
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TABLE I

POSSIBLE PSNR TO MOS CONVERSION (SOURCE [5]).

PSNR (dB) MOS

�
37 5 (Excellent)

31 – 37 4 (Good)

25 – 31 3 (Fair)

20 – 25 2 (Poor)

�
20 1 (Bad)

MOS �

������������ �����������

4 ���
�


 �	� �
����
� * 4 


�


 ��� � * <
� � � � � 
���� *�� ��� � � ����� 
���� * � if

� 
�� * � � � �
�

if *�� � 
 �
� if *�� � � �

where * is the PSNR in dB and MOS is given in the ITU 9-point scale (shown in Fig. 7). Since the ITU 5-point scale

is also very used, we can transform the value from the 9-point scale (say, MOS � ) to the 5-point one (say MOS � ) using

MOS � � 

� � + MOS � � � 2

.
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(b) MOS obtained by our application for different CLPs

Fig. 2. Keeping all the parameters fixed during each playback, but changing only FR for each playback. Foreman video sequence, LR=1%,

BR=1200KB/s
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(b) MOS obtained by our application

Fig. 3. Keeping all the parameters fixed during each playback, but changing only FR for each playback, Stefan and Foreman sequences

(LR=1%, CLP=1).

III. COMPARISON BETWEEN PSNR AND PSQA

To build our PSQA metric we used, for instance, a first set of 94 video samples, each corresponding to different

source-network conditions [7]. For each one, we computed the PSNR in dB (together with the MOS using a subjective

testing procedure [3]), and we mapped it into the ITU 9-points scale (see Sec. II-C). We show in Fig. 4 the PSNR value

against the real MOS. In addition, we show in Fig. 5 a scatter plot showing the correlation between PSNR and MOS.

We obtained for this experiment a correlation coefficient of 0.8012.

Using our methodology, we compare the MOS obtained by subjective test and those obtained by our RNN imple-

menting PSQA. As we divided the set of samples into two parts, we show in Fig. 6(a) and in Fig. 6(b) scatter plots

showing the correlation between our PSQA measure and by the subjective test for, respectively, the training and the

testing (or validation) samples. The obtained correlation coefficient for each case is respectively 0.9801 and 0.9821.

As we can see from these Figures, the performance of our PSQA measure is very good with respect to the evaluation

done through the PSNR. From Fig. 4, we see that for some samples the evaluation with PSNR is wrong. For example,

in sample number 2, PSNR gives a value of 5.7 instead of 8.8. We would like to mention that in [14], researchers

in VQEG argue that most of available objective quality metrics give approximately the same performance as PSNR.

According to this claim, PSQA compares favorably with respect to the considered objective ones.

In the sequel, we analyze the impact of the different selected parameters on the accuracy of both measures.

A. Changing LR

We show in Fig. 8 a screen-dump of the application when changing manually the LR parameter for Stefan video

sequence. The remaining parameters are kept constant having the values 1, 1400 KB/s, 30 frames/s and 0.02 for CLP,
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Fig. 5. Scatter plot showing the correlation between MOS and PSNR.

BR, FR and RA respectively. We show in Fig. 9 the variation of the PSQA (that, basically of MOS) and the value of

PSNR mapped to the same scale (henceforth referred as MOS(PSNR)) as well as the corresponding value of LR with

respect to time. (Note that the x-axis has discrete values for the time that corresponds to the sampling period: fixed to

300 ms). In most of the experiments, we fixed the sliding window size to 10 frames (about 333 ms).

As we can see PSNR cannot measure correctly the perceived video quality when changing LR. From Fig. 9 ,

at discrete time 10 PSNR gives a score of 2.8 while PSQA gives a score of 8.8 (a difference of 6 points). At that
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Fig. 6. Scatter plots showing the correlation between Actual and Predicted MOS scores using our application.

Fig. 7. The ITU-R nine-point quality scale

point LR=0% and all other parameters’ values are set to the values that give the better quality. We can see also at the

beginning of the figure (time 1 to 4), there is a peek given by PSNR. This is normal because H.263 codec has IPPPP

����� encoding mode, the only encoded as Intra mode picture is the first one. Knowing that Intra encoded picture is

approximately the same as the original one and that PSNR uses pixel-to-pixel comparison, the PSNR value of the first

frame is too high. The peek decreases rapidly from 7 to 3 as we fixed LR at 6% for “Time” � 10.

B. Changing CLP

Similarly to what we did concerning LR, we have varied CLP parameter from 1 to 5 then back to 1 and so on, as

shown in Fig. 10. All other variables are kept constant. We can see that PSNR gives results that have no relation with

the monotonically increasing or decreasing behavior of CLP. Actually, it is expected that when increasing only one

parameter, while keeping all others fixed, the quality has to increase or to decrease monotonically. We can see that it

is the case for the results obtained by PSQA, but not the case for PSNR. As an example, when CLP changes from 4
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Fig. 8. A screen-dump showing manual mode for Stefan when varying manually the LR parameter.
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Fig. 9. A comparison between PSNR [MOS(PSNR): PSNR mapped to 9-point MOS scale] and PSQA [MOS(RNN): measuring subjective

video quality by RNN] when changing manually LR and keeping all other parameters fixed (Data obtained from Fig. 8).

to 5 packets, PSNR changes from 6 to 2 (about 4 MOS points). That means that dropping 5 packets at a time instead

of 4 packets degrades the quality significantly. However, dropping 4 packets instead of 3 packets tends to improve the

quality. This is obviously not correct. (Again, the peek at the beginning for the results obtained by PSNR is due to the

IPPPP ����� encoding mode, see before.)
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Fig. 11. Keeping all the parameters fixed during each playback, but changing only CLP for each playback.
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Fig. 12. Keeping all the parameters fixed during each playback, but changing only CLP for each playback (Children: LR=5%, BR=1000KB/s,

FR=15 frames/s, RA=0.18).
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C. Changing FR

In our tool, we do not change the source parameters during the playback of the sequences. To analyze the impact

of FR, we set the values of all the five parameters before each playback, repeating the experiment many times while

changing the configurations. At the end of each playback, we take the average of MOS(PSNR) and MOS(RNN).

For the FR parameter, we varied it from 6 to 30 frames/s for Stefan and Foreman sequences; the values of the

other parameters are as shown in Fig. 13(a) and Fig. 13(b). As we can see from Fig. 13(a), the PSNR measure tells

us that the quality decreases when we increase the frame rate. The PSQA metric, in agreement with human observers

(as recorded in our subjective tests), gives the right answer, that is, quality increases with the frame rate. A possible

explanation to the behavior of PSNR is as follows. Reducing the frame rate for the same value of BR, decreases the

quantization parameter of the encoder. Thus, pixels in the processed sequences are more similar to the original ones

and the PSNR gives then higher scores when the frame rate is lower. If we look at Fig. 13(b) now, we see a different

behavior of PSNR, with a difference of about 2 points with respect to PSQA. Note that LR have different values for the

two figures (which explains the lower values of PSQA in Fig. 13(b)).
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Fig. 13. Keeping all the parameters fixed during each playback, but changing only FR for each playback.

D. Changing BR

We did the same for BR as for FR. We varied BR from the smallest to the full value for Stefan sequence. As we can

see from Fig. 14, PSNR gives completely different measures than that obtained by PSQA. In addition, as in CLP case,

the monotonicity behavior is not obtained. When increasing BR, PSNR’s measure increases then decreases again.

E. Changing RA

Regarding the last parameter (RA), the same observations given previously can be shown in Fig. 15(a) and

Fig. 15(b) for Stefan and Children sequences.
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Fig. 14. Keeping all the parameters fixed during each playback, but changing only BR for each playback (Stefan: LR=2%, CLP=2, FR=30

frames/s, RA=0.01).

0 0.05 0.1 0.15 0.2 0.25
5.2

5.4

5.6

5.8

6

6.2

6.4

6.6

RA

9−
po

in
t M

O
S

 s
ca

le

MOS (RNN)
MOS (PSNR)

25.6

26.175

26.75

27.325

27.9

28.475

29.05

29.625

30.2
P

S
N

R
 (

dB
)

(a) Stefan: LR=1%, CLP=1, BR=1120KB/s, FR=30

frames/s

0 0.05 0.1 0.15 0.2 0.25
3.5

4

4.5

5

5.5

6

6.5

7

RA, LR=4%

9−
po

in
t M

O
S

 s
ca

le
MOS (RNN)
MOS (PSNR)

21.2

22.6

24

25.4

26.8

28.2

29.6

31

P
S

N
R

 (
dB

)

(b) Children: LR=4%, CLP=1, BR=1000KB/s, FR=30

frames/s

Fig. 15. Keeping all the parameters fixed during each playback, but changing only RA for each playback.

F. Changing Sliding Window Size

Here, we would like to show the effect of the Sliding Window Size (SWS), which is a direct parameter of PSNR

evaluation. As explained before, we fixed the SWS to 10 frames for all the previous experiments. We conducted several

experiments to show whether or not the SWS has a dominant effect on the overall value obtained by PSNR. We have

varied SWS from 1 to 300 frames. In each experiment (a complete playback of the 10-sec sequence), a value is selected

for SWS and the other parameters are kept constant. We show in Fig. 16 the variation of the results obtained by PSNR

when changing only SWS. As we can see that the absolute difference is really very small (about 0.25 point), which is

negligible on the ITU 9-point quality scale. For different combination of the parameters the results decrease instead of

increase as shown (but the absolute difference is really negligible). This curve is obtained for Stefan sequence.

(We omitted several figures for the lake of place).
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Fig. 16. Variation of MOS(PSNR) when changing sliding window size (Stefan).

IV. PERFORMANCE OF OTHER VIDEO QUALITY MEASURES

Among the available objective video quality measures in the literature, there are the ITS and EPFL metrics (the

most known metrics). The first one is developed in the “Institute for Telecommunication Sciences”, from which comes

the acronym ITS. The other ones are developed in “École Polytechnique Fédérale de Lausanne (EPFL)”. All of these

measures require a prefect synchronization between original and processed sequences (i.e. the same frame rate). From

that we can see that they cannot take into account the effect of frame rate degradation (the effect when the processed

sequence has lower number of frames than the original one).

ITS Model [12, 13, 15] maps image imperfections onto measurable mathematical parameters. It is based only on

the luminance values, the chrominance values are not considered. From that, we can see that the correlation with

subjective tests cannot be very good, as the chrominance values are important to the HVS, even if its importance is

not as high as that of luminance values. The correlation coefficient obtained when testing it for some video scenes

(see Figure 17) without network impairments is about 94% as reported in [13]. However, when this metric is used to

evaluate the quality when varying only the bit rate, the performance becomes very bad namely for low bit rate. This

can be seen from Figure 19.

The other ones are the EPFL metrics, namely, the Moving Pictures Quality Metric (MPQM), the Color MPQM

(CMPQM), and the Normalization Video Fidelity Metric (NVFM) [10, 11]. All these metrics are designed for high

quality video broadcasting evaluation as stated in [10, p. 90]. As shown in Figure 18, MPQM cannot evaluate the

quality in the presence of loss. Logically, it is expected that the quality becomes better when the bit rate increases

(reducing the encoding artifacts). But once, a very small amount of loss is applied, the metric’s output does the

contrary, the quality decreases with the increase of the bit rate.

Another drawback for these metrics is that the computational complexity is too high. This may limit their use on

real-time multimedia evaluation in the Internet. This is conformed by what is here quoted from [10, p. 88]: “Due to

computational complexity and memory management, the MPQM could only be applied to 32 frames of the sequences.

It has been chosen to always use the first 32 frames of the video stream.”. Note that for a video sequence encoded at 30
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Fig. 17. The performance of the ITS metric to evaluate video

quality. This Figure is taken from [13, p. 508].
Fig. 18. Quality assessment by MPQM as a function of the

bitrate and the loss rate. This Figure is taken from [10, p. 88].

frames/sec., there are 300 frames in only 10 sec. Note that MPQM metric is simpler and less accurate than CMPQM

metric and that 32 frames correspond to 1 sec. of video.

Similar to ITS metric, MPQM and CMPQM cannot operate well for low bit rates, this is shown in Fig. 19. As we

can see, MPQM and CMPQM give a score of 3 instead of 1 on the 5-point quality scale (as it should be at very low bit

rate).

Fig. 19. Comparison of the subjective data (vertical solid lines)

against MPQM, CMPQM, NVFM and ITS metrics for the video

sequence “Basket Ball”. This Figure is taken from [10, p. 84].

V. CONCLUSIONS

In this paper, we compared our recently proposed methodology to measure video quality and some existing metrics,

namely PSNR, ITS, MPQM, CMPQM and NVFM (with focus on the former). We showed that our method outperforms
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these measures in different aspects, especially with respect to the correlation between the obtained results and subjective

measures. We presented also an application we built based on our method to measure in real time video quality taking

into account the effect of encoding impairments and the distortion due to the transmission of the stream over packet

networks. The considered parameters are loss rate, loss burst size, bit rate, frame rate and intra-to-inter block ratio.

Given its good results, we are currently exploring the use of PSQA for control purposes.
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