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Abstract

In [ER66], Elgot and Rabin devise a method for constructing unary predicates P such that the
MSO theory of 〈N, +1, P 〉 is decidable (here +1 denotes the successor relation). Further results in
this direction have been established in ([Sie70],[Sem84],[Mae99],[CT02],[FS03]).

This kind of problem takes place in the more general perspective of studying “weak” arithmetical
theories, which possess interesting decidability properties ([Bès01]).

We present here a method allowing to define infinite sequences of monadic predicates P1, . . . , Pn,
such that the MSO theory of 〈N, +1, (Pi)i∈N〉 is decidable.

In particular, we build such predicate Pi that can have very slow ”growth”; i.e., the function as-
sociating to k the k-th element of Pi can be comparable to bnlognc , bnlog(logn))c or even bnlog∗(n)c.

As in [FS03], the method consists of consider integer sequences computed by k-automata. The
new feature of the automata here considered is that transitions are ”controlled” by some predicates.

1 Preliminaries

1.1 Extended Iterated Pushdown Automata

1.1.1 Iterated pushdown stores

Originally defined by [Gre70], Iterated-pushdown stores are storage structures built iteratively. Here,
we shall use the definition of [DG86] and stick to their notation.

Definition 1 (k-iterated pushdown store). Let Γ be a set. We define inductively the set k-pds(Γ)
of k-iterated pushdown-stores over Γ:

0-pds(Γ) = {ε}, (k + 1)-pds(Γ) = (Γ[k-pds(Γ)])∗, it-pds(Γ) =
[
k≥0

k-pds(Γ).

From the definition, every non empty ω in (k + 1)-pds(Γ), k ≥ 1, has a unique decomposition as

ω = a[ω1]ω
′

with ω1 ∈ k-pds(Γ), ω′ ∈ (k + 1)-pds(Γ) ∪ {ε} and a ∈ Γ. In the rest of the paper, we will often
replace by a every occurence of a[ε] appearing in the description of a k-pds.

Example 2. Let Γ = {a1, b1, a2, b2, a3, b3} be a storage alphabet, we consider the following 3-pds:
ωex = b3[b2[b1[ε]a1[ε]]a2[a1[ε]]]a3[ε]a3[a2[a1[ε]b1[ε]]] ∈ 3-pds(Γ).
ωex will be writen

ωex = b3[b2[b1a1]a2[a1]]a3a3[a2[a1b1]],

and its decomposition corresponds to a = b3, ω1 = b2[b1a1]a2[a1] and ω′ = a3a3[a2[a1b1]].
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We now formalize operations allowed on the store.

Definition 3 (The reading operation). The map top : it-pds(Γ) → Γ∗ is defined by

top(ε) = ε, top(a[ω1]ω) = a · top(ω1).

Definition 4 (The pop operation at level j). The map popj : it-pds(Γ) → it-pds(Γ) is defined
by:

popj(ε) is undefined, pop1(a[ω1]ω) = ω, popj+1(a[ω1]ω) = a[popj(ω1)]ω.

Definition 5 (The push operation at level j). For α = bc ∈ Γ+, pushj,α : it-pds(Γ) → it-pds(Γ).

push1,α(ε) = α, pushj+1,α(ε) is undefined for j ≥ 1
push1,α(a[ω1]ω) = b[ω1]c[ω1]ω, pushj+1,α(a[ω1]ω) = a[pushj,α(ω1)]ω.

Example 6. Given ωex the 3-pds defined in example 2:
top(ωex) = a3a2a1,
pop1(ωex) = a3a3[a2[a1b1]],
pop2(ωex) = b3[a2[a1]]a3a3[a2[a1b1]], pop3(ωex) = b3[b2[a1]a2[a1]]a3a3[a2[a1b1]],
push1,a3a3

(ωex) = a3[b2[b1a1]a2[a1]]a3a3[a2[a1b1]]a3[b2[b1a1]a2[a1]]a3a3[a2[a1b1]],
push2,a2c2

(ωex) = a3[a2[b1a1]c2[b1a1]a2[a1]]a3a3[a2[a1b1]],
push3,a1b1

(ωex) = b3[b2[a1b1a1]a2[a1]]a3[a2[a1b1]].

A last operation will be used to describe iterated-pushdowns:

Definition 7 (Projection). The map pk,i : k-pds(Γ) → i-pds(Γ), with 1 ≤ i ≤ k is defined by

pk,i(ε) = ε pk,k(ω) = ω and pk,i(a[ω1]ω) = pk−1,i(ω1) if i < k.

The double subscript notation will be used to handle inverse functions, the rest of the time, we
will note pi instead of pk,i.

Example 8. Let ωex be the 3-pds given in example 2:
p2(ωex) = b2[b1a1]a2[a1], p1(ωex) = b1a1.

1.1.2 Iterated pushdown automata and extensions

We extend the definition of Iterated pushdown automata used in [DG86] by allowing membership
tests on the store. For k ≥ 0, the set of level k instructions over Γ is Ik(Γ) = {popi}i∈[1,k] ∪
{pushi,ab}a,b∈Γ,i∈[1,k].

Definition 9 (Iterated pushdown automata). Let k ≥ 0, a k-pda over a terminal alphabet Σ is
a structure A = (Q, Σ, Γ, ~C, δ, q0, Z) where Q is a finite set of states, Γ is a pushdown alphabet with
Z ∈ Γ as initial symbol, ~C = (C1, . . . , Cm) is a vector of controllers Ci ⊆ k-pds(Γ), q0 ∈ Q is the
initial state, and ∆ ⊆ Q× Σ× Γ(k) − {ε} × {0, 1}m × Ik(Γ)×Q is a finite set of transitions.

The family of all k-pdas controlled by ~C is k-PDA(Γ)
~C . The set of configurations of A is ConA =

Q× k-pds(Γ). The single step relation →A⊆ ConA × ConA of A is defined by

(p, αw, ω) →A (q, w, ω′) iff (p, α, top(ω), χ~C(ω), instr, q) ∈ ∆, and ω′ = instr(ω),

where χ~C(ω) is the boolean vector (o1, . . . , om) fulfilling [oi = 1 iff ω ∈ Ci], ∀i ∈ [1, n]. We denote by
∗→A the reflexive and transitive closure of →A. The language recognized by A is L(A) = {w ∈ Σ∗ |

∃q ∈ F, (q0, w, Z)
∗→A (q, ε, ε)}.

Example 10. Let Γ = {a, Z}, the following automaton A ∈ 2-PDA(Γ) fulfills : L(A) = {αnβnγn, n ≥
1}.

A = ({q0, q1, q2}, {α, β, γ}, Γ,~∅, ∆, q0, Z) with:
∆(q0, α, Z) = (push2,aZ , q0), ∆(q0, α, Za) = (push2,aa, q0), ∆(q0, ε, Za) = (push1,ZZ , q1),

∆(q1, β, Za) = (pop2, q1), ∆(q1, ε, ZZ) = (pop1, q2),

∆(q2, γ, Za) = (pop2, q2), ∆(q2, ε, ZZ) = (pop1, q2).
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Here is the computation of the word α2β2γ2:
(q0, α

2β2γ2, Z[ε]) → (q0, αβ2γ2, Z[aZ]) → (q0, β
2γ2, Z[aaZ]) → (q1, β

2γ2, Z[aaZ]Z[aaZ])
→ (q1, βγ2, Z[aZ]Z[aaZ]) → (q1, γ

2, Z[Z]Z[aaZ]) → (q2, γ
2, Z[aaZ]) → (q2, γ, Z[aZ]) →

(q2, ε, Z[Z]) → (q2, ε, ε).

Example 11. Let Γ = {a, b, Z}, and C = {bnanZ ∈ 1-pds(Γ) | n ≥ 1}. The following automaton
A ∈ 1-PDAC(Γ) fulfills : L(A) = {αnβnγn, n ≥ 1}.

A = ({q0, q1}, {α, β, γ}, Γ, C, ∆, q0, Z) with:
∆(q0, α, x, 0) = (pushax, q0), x ∈ {a, Z},
∆(q0, β, x, 0) = (pushbx, q0), x ∈ {a, b},
∆(q0, ε, Z, 0) = ∆(q0, ε, Z, 1) = (pop1, q0),
∆(q0, γ, b, 1) = ∆(q1, γ, b, 1) = ∆(q0, ε, Z, 0) = ∆(q0, ε, a, 1) = (pop1, q1).

1.2 Logic

1.2.1 Monadic Second Order Logic

Let Sig be a signature and V ar = {x, y, z, . . . , X, Y, Z . . .} be a set of variables, where x, y, . . . denote
first order variables and X, Y, . . . second order variables. The set MSO(Sig) of MSO-formulas over
Sig is the smallest set such that:

• x ∈ X and Y ⊆ X are MSO-formulas for every x, Y, X ∈ V ar

• r(x1, . . . xρ) is an MSO-formula for every r ∈ Sig, of arity ρ and every first order variables
x1, . . . xρ ∈ V ar

• if Φ, Ψ are MSO-formulas then ¬Φ, Φ ∨Ψ, ∃x.Φ and ∃X.Φ are MSO-formulas.

Let S = 〈DS , r1, . . . , rn〉 be a structure over the signature Sig, a valuation of V ar over DS is a
function val : V ar → DS ∪ P(DS) such that for every x, X ∈ V ar, val(x) ∈ DS and val(X) ⊆ DS .
The satisfiability of an MSO-formula in the structure S with valuation val is then defined by induction
on the structure of the formula, in the usual way.
An MSO-formula Φ(x̄, X̄) (where x̄ = (x1, . . . , xρ) and X̄ = (X1, . . . , Xτ ) denote free first and second
order variables of Φ) over Sig is said to be satisfiable in S if there exists a valuation val such that
S, val |= Φ(x̄, X̄).
We will often abbreviate S, [x̄ 7→ ā, X̄ 7→ Ā] |= Φ(x̄, X̄) by S |= Φ(ā, Ā).

Definition 12. A structure S admits a decidable MSO-theory if for every MSO-sentence Φ (i.e.
MSO-formula without free variables) one can effectively decide whether S |= Φ.

A subset D of DS is said to be MSO-definable in S iff there exists φ(X) in MSO(Sig) such
that:

S |= Φ(D) and ∀S ⊆ DS , if S |= Φ(S) then S = Ds.

Sig = {r1, . . . , rn} (resp. Sig′ = {r′1, . . . , r′m}) be some relational signature and S (resp. S ′) be some
structure over the signature Sig (resp. Sig′).

Definition 13 (Interpretations). An MSO-interpretation of the structure S into the structure S ′
is an injective map f : DS → DS′ such that,

1. f(DS) is MSO-definable in S ′

2. ∀i ∈ [1, n], there exists Φ′
i(x̄) ∈ MSO(Sig′), (where x̄ = x1, . . . , xρi) fulfilling that, for every

valuation val of V ar in DS

(S, val) |= ri(x̄) ⇔ (S ′, f ◦ val) |= Φ′
i(x̄).

Theorem 14 ([Han77]). Suppose there exists a computable MSO-interpretation of the structure
S into the structure S ′. If S ′ has a decidable MSO-theory, then S has a decidable MSO-theory too.
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1.3 Logic over iterated-pushdowns

Computations of an automaton in k-PDA(Γ) are naturally expressed in the following structure
PDSk(Γ).

Definition 15. Let Γ be a finite alphabet and k a natural number. We define the structure PDSk(Γ)
~C

by:
PDSk(Γ) = 〈k-pds(Γ), (topu)u∈Γ(k) , (popi)i∈[1,k], (pushi,ab)i∈[1,k],a,b∈Γ〉.

Relations popi, pushi,u and topu are graphs of the corresponding instructions on pushdowns.

Computations of an automaton in PDSk(Γ)
~C are expressed in an extended structure:

Definition 16. Let Γ be a finite alphabet, k ≥ 1 and ~C = (C1, . . . , Cn), Ci ∈ k-pds(Γ), the structure

PDSk(Γ)
~C is obtained from PDSk(Γ) by adding monadic relations C1, . . . , Cn.

Theorem 17. [Fra05b], [Fra05a](Thm 6.2.2) If ~R is a vector of subsets of Γ∗, and the MSO-theory

of 〈Γ∗, (succa)a∈Γ, ~R〉 is decidable, the MSO-theory of PDSk(Γ)pk,1
−1(~R) is decidable.

Corollary 18. If ~R is a vector of subsets of Γ∗, and the MSO-theory of 〈Γ∗, (succa)a∈Γ, ~R〉 is

decidable, the computation graph of an automaton in k-PDA(Γ)pk,1
−1(~R) has a decidable MSO-theory.

1.4 Sequences

A sequence of natural numbers is any map u : N → N. Such a sequence u can be also viewed as a
formal power series

u(X) =

∞X
n=0

unXn.

The following operators on series are classical:
E: the shift operator

(Eu)(n) = u(n + 1); (Eu)(X) =
u(X)− u(0)

X

∆: the difference operator

(∆u)(n) = u(n + 1)− u(n); (∆u)(X) =
u(X)(1−X)− u(0)

X

Σ: the summation operator

(Σu)(n) =

nX
j=0

u(j); (Σu)(X) =
u(X)

1−X

+: the sum operator

(u + v)(n) = u(n) + v(n); (u + v)(X) = u(X) + v(X)

·: the external product, for every r ∈ Q

(r · u)(n) = r · u(n)

�: the Hadamard product, (also called the “ordinary“ product)

(u� v)(n) = u(n) · v(n)

×: the convolution product

(u× v)(n) =

nX
k=0

u(k) · v(n− k); (u× v)(X) = u(X) · v(X)
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◦: the sequence composition
(u◦v)(n) = u(v(n))

•: the series composition : if v(0) = 0,

(u•v)(X) =

∞X
n=0

u(n) · v(X)n.

2 Sequences defined by automata

We define here a class of integer sequences by means of k-pushdown automata. Specially, we use a
slightly restrictive class of k-pdas, the counter k-pdas. These are an extension of the classical counter
pda which recognize some words with a memory consisting of natural integers only. We show that
the class of sequences thus defined is closed under many natural operations.

Definition 19 (Counter k-pushdown store). Let Γ be an alphabet with a distinguished symbol
c ∈ Γ. The set of k-counter pushdown stores over Γ, with counter c, is denoted k-cpds(Γ) and defined
by:

1-cpds(Γ) = (c[ε])∗ k + 1-cpds(Γ) = (Γ · [k-cpds(Γ)])∗.

In other words, no other symbols than c can occur at level k.

Definition 20 (Counter controlled pushdown automata). Let k ≥ 1 and ~N = (N1, . . . , Nn)
where Ni is a subset of N. A counter k-pda with counter controlled by ~N , with counter c, is a k-pda
A = (Q, Σ, Γ, ~C, ∆, q0, Z) where Γ ⊇ {c}, ~C = (C1, . . . , Cn) with Ci = {ω ∈ k-cpds(Γ) | |p1(ω)| ∈ Ni}
and such that for every q, q′ ∈ Q, ω, ω′ ∈ k-pds(Γ), u, u′ ∈ X∗, if ω ∈ k-cpds(Γ) and (q, u, ω) →A
(q′, u′, ω′) then ω′ ∈ k-cpds(Γ).

Then, the controller ~C tests whether the counter of the current memory belongs to the components
of ~N . In the rest of the paper we abbreviate “deterministic counter k-pushdown automaton” by k-
dcpda.

Definition 21 ((k, ~N)-computable sequences). Let ~N a vector of subsets of N. A sequence of

natural integers s is called a (k, ~N)-computable sequence iff there exists A ∈ k-ACD(Γ)
~N , over a

pushdown-alphabet Γ containing at least k different symbols a1, a2, . . . , ak−1, c, with counter c, such
that, for all n ≥ 0:

(q0, α
s(n), a1[a2 . . . [ak−1[c

n]] . . .])
∗→A (q0, ε, ε).

One denotes by S ~N
k the set of all (k, ~N)-computable sequences of natural integers (or Sk if ~N = ~∅).

This computation scheme allows to define many recurrences. Let us expose the principle with a
simple example

Example 22 (linear recurrence). Let s be the sequence defined by

s(0) = 2; ∀n ≥ 0, s(n + 1) = 2s(n) + 1.

Suppose there exists A ∈ 2-ACD such that:

1. (q0, α
s(0), a2[ε])

∗→A (q0, ε, ε),

2. ∀n ≥ 0, ∀ω ∈ 2-pds, (q0, ε, a2[a1
n+1]ω)

∗→A (q0, ε, b2[a1
n]a2[a1

n]a2[a1
n]ω),

3. ∀n ≥ 0, ∀ω ∈ 2-pds, (q0, α, b2[a1
n]ω)

∗→A (q0, ε, ω).

Let us check by induction over n ≥ 0 such an automaton fulfills the following property P(n): ∀ω ∈
2-pds,

(q0, α
s(n), a2[a1

n]ω)
∗→A (q0, ε, ω).
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Hypothesis (1) proves P(0). Suppose P(n) for n ≥ 0. For every ω ∈ 2-pds, we obtain by applying
hypothesis (2), hypothesis (3), then two times P(n):

(q0, α
s(n+1), a2[a1

n+1]ω)
∗→A (q0, α

s(n+1), b2[a1
n]a2[a1

n]a2[a1
n]ω)

∗→A (q0, α
s(n+1)−1, a2[a1

n]a2[a1
n]ω)

∗→A (q0, α
s(n+1)−s(n)−1, a2[a1

n]ω)
∗→A (q0, ε, ω).

Then, P(n) is true for every n ≥ 0, and in the particular case where ω = ε, A computes the sequence
s.

Let us prove there exists an automaton in 2-ACD fulfilling hypothesis (1), (2) and (3). Let A =
({q0, q1}, {α}, Γ, ∆, q0, Z) where Γ = {a1, a2, b2, Z} and:

(a) ∆(q0, ε, a2) = (push1,b2b2
, q0),

(b) ∆(q0, ε, a2a1) = (pop1 push1,a2a2
, q1) and ∆(q0, ε, a2) = ∆(q0, ε, a2a1) = (push1,b2a2

, q0),

(c) δ(q0, α, b2) = δ(q0, α, b2a1) = (pop2, q0).

This automaton is deterministic, transitions (a) and (c) allow the computation given hypothesis (1),
transitions (b) makes true hypothesis (2), and transition (c) allows the calculus (3).

Proposition 23. For every s ∈ S ~N
k , one can construct A1 ∈ k-AC

~N , such that L(A1) = {αs(n) | n ≥
0}.

2.1 Some computable sequences

Definition 24 (N-rational sequences). A sequence (un)n≥0 is N-rational iff there is a matrix M
in Nd×d and two vectors L in B1×d and C in Bd×1 such that un = L ·Mn · C.

Proposition 25 ([FS03]). If (un)n≥0 is N-rational, then (un)n≥0 ∈ S2.

Proposition 26 ([FS03]). Let Pi(X1, . . . , Xp), (1 ≤ i ≤ p) be polynomials with coefficients in N,
c1, . . . , ci, . . . cp ∈ N and , ui (1 ≤ i ≤ p) be the sequence defined by ui(n + 1) = Pi(u1(n), . . . , up(n)),
and ui(0) = ci. Then u1 ∈ S3.

Proposition 27. Let s be a strictly increasing sequence such that s(0) = 0, then s−1 ∈ Ss(N)
2 .

Proof: A = ({q0}, {α}, ({a1}, {a2}), s(N), ∆, q0) with
∆(q0, ε, a2, o) = (q0, pop2) for o ∈ {0, 1},
∆(q0, ε, a2a1, 0) = ∆(q0, α, a2a1, 1) = (pop1, q0).

Starting from a configuration (q0, σ, a2[a1
n]), A pops iteratively the level 1, by reading to each

iteration a terminal letter α iff the counter belongs to s(N). Finally, when the level 1 remains empty,
the length of the terminal word read is the number of elements of [1, n] ∩ s(N), i.e., s−1(n). 2

Theorem 28.

0- For every f ∈ S ~N
k+1, k ≥ 1, and every integer c ∈ N, sequences Ef and f + c

1−X
, belong to S ~N

k+1;

if ∀n ∈ N, f(n) ≥ c then f − c
1−X

belongs to S ~N
k+1; the sequence 0 7→ c, n + 1 7→ f(n) belongs to S ~N

k+1.

1- For every f, g ∈ S ~N
k+1, with k ≥ 1, the sequence f + g belongs to S ~N

k+1.

2- For every f, g ∈ S ~N
k+1, with k ≥ 2, the sequence f � g, belongs to S ~N

k+1 and for every f ′ ∈ S ~N
k+2, f ′g

belongs to S ~N
k+2.

3- For f ∈ Sk+1
~N , g ∈ Sk, k ≥ 2, sequences f × g and f • g belong to S ~N

k+1.
4- For every g ∈ Sk, with k ≥ 2, the sequence f defined by: f(n + 1) =

Pn
m=0 f(m) · g(n − m) and

f(0) = 1 (the convolution inverse of 1−X × f) belongs to Sk+1.

5- For every f ∈ Sk, g ∈ S ~N
` , for k, l ≥ 2, the sequence f◦g belongs to S ~N

k+`−1.

6- For every k ≥ 2 and for every system of recurrent equations expressed by polynomials in S ~N
k+1[X1, . . . , Xp],

with initial conditions in N, every solution belongs to S ~N
k+1.
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7- For every k ≥ 2 and for every every system of recurrent equations expressed by polynomials with

undetermined X1, . . . , Xp, coefficients in S ~N
k+2, exponents in S ~N

k+1 and initial conditions in N, every

solution belongs to S ~N
k+2.

An analogous result is proved in [FS03] for sequences in Sk. Except some technical parts, the
proof of Theorem 28 is essentially the same.

3 Application to the sequential calculus

We use here decidability results on k-pdas in order to demonstrate the decidability of the monadic
theory of structures 〈N, +1, P 〉, for a large class of predicates P (Theorem 29 and Theorem 36)
containing for example (nb

√
nc)n∈N or (nblog nc)n∈N. These results can be generalised to the case of

structures with several nested predicates (Theorem 32), as for example

〈N, +1, {nk1}n≥0, {nk1k2}n≥0, . . . , {nk1···km}n≥0〉, for k1, . . . , km ≥ 0.

3.1 Extensions of 〈N, +1〉
It is proved in [FS03] that for every sequence s calculated by a k-dcpda A (in the sense of Definition
21), the structure 〈N, +1, Σs(N)〉 is interpretable inside the computation graph of A. According to
Corollary 18, this graph has a decidable MSO-theory.

Theorem 29 ([FS03]). For every s ∈ Sk, k ≥ 1, the MSO-theory of 〈N, +1, Σs(N)〉 is decidable.

In the same way, we can prove that for every sequence s calculated by a A ∈ k-ACD
~N (in the

sense of Definition 21), the structure 〈N, +1, Σs(N)〉 is interpretable inside the computation graph of
A. Using Corollary 18, we obtain then:

Theorem 30. If s ∈ S ~N
k , with ~N = (N1, . . . , Nm) such that 〈N, +1, N1, . . . , Nm〉 has a decidable

MSO-theory, then 〈N, +1, Σs(N)〉 has a decidable MSO-theory.

Corollary 31. Structures 〈N, +1, (nb
√

nc)n∈N〉, and 〈N, +1, (nblog nc)n∈N〉 have a decidable MSO-
theory.

Proof: Let us describe the proof for nb
√

nc. Consider the sequence s defined for n ≥ 0 by
b
√

nc) if n /∈ {m2}m≥0

b
√

nc+ n if n ∈ {m2}m≥0.

Then Σs = (nb
√

nc)n≥0. The sequence s belongs to S{m2}m≥0
2 . Indeed, by using Lemma 27, it is

possible to construct two automata A1 and A2 ∈ 2-ACD{m2}m≥0 such that A1 computes b
√

nc from
(q0, a2[c

n]) and A2 computes b
√

n + nc from (q0, b2[c
n]). Using the controller {m2}m≥0, it is easy to

compose these automata to construct B ∈ 2-ACD{m2}m≥0 calculating s(n).

Then (nb
√

nc)n≥0 belongs to ΣS{m2}m≥0
2 and 〈N, +1, (m2)m∈N〉 has a decidable MSO-theory (see

[ER66]). By applying Theorem 30, the MSO-theory of 〈N, +1, (nb
√

nc)n≥0〉 is decidable.
For the sequence (nblog nc)n≥0, we proceed in the same way, by using the fact that 〈N, +1, (2n)n∈N〉

has a decidable MSO-theory (see [ER66]). 2

Theorem 32. If s ∈ S ~N
k , with ~N = (N1, . . . , Nm) such that 〈N, +1, N1, . . . , Nm〉 has a decidable

MSO-theory, then 〈N, +1, Σs(N), Σs(N1), . . . , Σs(Nm)〉 has a decidable MSO-theory.

Proof: It is possible to construct a k-ACD
~N recognizing the language L ∈ ({α}∪{β~o | ~o ∈ {0, 1}m})∗:

L = {αs(0)x0 · · ·αs(n)xn | n ≥ 0, ∀i ∈ [1, n], xi = βχ ~N
(i)}
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and whose computation graph consists of an infinite path labelled by the word

αs(0)βχ ~N
(0) · · ·αs(n)βχ ~N

(n) · · ·

Let P~o = {n | χ ~N (n) = ~o}. The structure S = 〈N, +1, Σs(N), (Σs(P~o))~o∈{0,1}m〉 is interpretable

in this graph. From Corollary 18, since 〈N, +1, ~N〉 has a decidable theory, the structure S so has.
Finally, 〈N, +1, Σs(N), Σs(N1), . . . , Σs(Nm)〉 is clearly interpretable in S since for every i ∈ [1, m],

Σs(Ni) =
[

~o|πi(~o)=1

Σs(P~o)

and has then a decidable MSO-theory. 2

Corollary 33. For every integers k1, . . . , km ≥ 0, the MSO-theory of the structure

〈N, +1, {nkm}n≥0, {nkmkm−1}n≥0, . . . , {nk1···km}n≥0〉

is decidable.

Proof: Let ui(n) =
Pki

j=0(
j
k)nj . Clearly, Σui(n) = nki and from Theorem 28, ui ∈ S2 since ui is

N-rational. Then, for every i ∈ [1, m], the sequence (nki)n∈N belongs to ΣS2.
Let us prove the corollary by induction over m ≥ 1.
Basis: If m = 1, then (nk1)n∈N ∈ ΣS2, and from Theorem 29, the result holds.
Induction step: Suppose the corollary true for m ≥ 1, and consider ~N = (N1, . . . , Nm) with ∀i ∈ [1, m],

Ni = {nkm···ki | n ≥ 0}. The sequence um+1 belongs to S2
~N and Theorem 32 implies

〈N, +1, Σum+1(N), Σs(N1), . . . , Σs(Nm)〉 has a decidable MSO-theory.

In addition, Σum+1(N) = {nkm+1}n≥0 and ∀i ∈ [1, m],

Σum+1(Ni) = {
j=nkm···kiX

j=0

um+1(j) | n ≥ 0} = {(nkm···ki)km+1 | n ≥ 0}.

2

3.2 Differentiably, k-computable sequences

The particular form of the predicates Σs(N) considered in Theorem 29 leads naturally to the following
class of sequences.

Definition 34. Let k ≥ 2 and ~N a vector of subsets of N. We define the class ΣS ~N
k ⊆ NN as the set

ΣS ~N
k = {Σv | v ∈ S ~N

k }.

Remark 35. It can be proved that classes ΣSk are included in the class of “residually ultimately
periodic” (RUP) sequences studied by [CT02]. It is shown in [CT02] that for any RUP sequence s ,

the theory of 〈N, +1, s(N)〉 is decidable. It can be proved that sequences in ΣS ~N
k considered Theorem

32, like (nb
p

(n)c)n∈N or (nblog(n)c)n∈N are not RUP.

We show now classes ΣS ~N
k are closed by many operations. The definition of the operator Σ, as

well as other classical definitions about sequences are recalled in §1.4.
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Theorem 36.
0- For every u ∈ ΣS ~N

k+1, k ≥ 1, and every integer c ∈ N, the sequences Eu, u + c
1−X

(adding c to

every term), belong to ΣS ~N
k+1;

if u(n) ≥ c then u− c
1−X

(subtracting c to every term) belongs to ΣS ~N
k+1;

if u(0) ≥ c, then the sequence 0 7→ c, n + 1 7→ u(n) belongs to ΣS ~N
k+1.

1- For every u, v ∈ ΣS ~N
k+1, k ≥ 1, the sequence u + v belongs to ΣS ~N

k+1.

2- For every u, v ∈ ΣS ~N
k+1, k ≥ 2, the sequence u� v belongs to ΣS ~N

k+1.

3- For every u ∈ ΣS ~N
k+1, v ∈ ΣSk, k ≥ 2, u× v belongs to ΣS ~N

k+1.
4- For every u ∈ ΣSk, k ≥ 2,such that v(0) ≥ 1, the sequence u defined by: u(0) = 1 and u(n + 1) =Pn

m=0 u(m) · v(n−m) (the convolution inverse of 1−Xv) belongs to ΣSk+1.

5- For every u ∈ ΣSk, v ∈ ΣS ~N
` , k, l ≥ 2, u◦v belongs to ΣS ~N

k+`−1.
6- For every k ≥ 2, if u1(n), . . . up(n) is the vector of solutions of a system of recurrent equations

expressed by polynomials in ΣS ~N
k+1[X1, . . . , Xp], with initial conditions ui(0), ui(1) ∈ N, with ui(0) ≤

ui(1), then u1 ∈ ΣS ~N
k+1.

Let us recall that, from Theorem 32, if 〈N, +1, N1, . . . , Nm〉 has a decidable MSO-theory, then for

every sequence u ∈ ΣS ~N
k+1, the predicate P = {u(n) | n ∈ N} leads to a structure 〈N, +1, P 〉 which

has a decidable Monadic Second Order theory.
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